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Preface

The intent of this book is to introduce the reader to the beautiful world of
Combinatorial Algebraic Topology. While the main purpose is to describe the
modern research tools and latest applications of this field, an attempt has
been made to keep the presentation as self-contained as possible.

A book to teach from

The text is divided into three major parts, which provide several options
for the adoption for course purposes, depending on the time available to the
instructor.

The first part furnishes a brisk walk through some of the basic concepts of
Algebraic Topology. While it is in no way meant to replace a standard course
in that field, it could prove helpful in the beginning of the lectures, if these are
given to an audience which does not have much prior knowledge of Algebraic
Topology, or who would like to focus on freshening up those notions, which
will be needed in subsequent chapters. This part can be read by itself, or
used as a blueprint, with a standard textbook in Algebraic Topology, such as
[Mun84], or [Hat02], as an additional reading. Alternatively, it could also be
used for an independent course or a student seminar.

If the audience is sufficiently familiar with Algebraic Topology, then one
could start directly with the second part. This is suitable for a graduate or
advanced undergraduate course, whose purpose would be to learn contempo-
rary tools of Combinatorial Algebraic Topology, and to see them in use on
some examples. At the end, a successful student should be able to conduct
independent research on this topic.

The third and last part of the book is a foray into one specific realm of
a present-day application - topology of complexes of graph homomorphisms. It
fits well in the end of the envisioned graduate course, and is meant as a source
of illustrations of various techniques developed in the second part. Another
possibility would be a separate use as material for a reading seminar.



VIII Preface

What is different in our presentation

In the second part we lay the foundation of Combinatorial Algebraic Topol-
ogy. In particular, we survey many of the tools which have been used in
research in Topological Combinatorics over the last 20 years. However, our
approach is at times quite different from the one prevailing in some of the
literature.

Perhaps the major novelty is the general shift of focus from the category
of posets to the category of acyclic categories. Correspondingly, the entire
Chapter 10 is devoted to the development of the fundamental theory of acyclic
categories and of the topology of their nerves, which in turn are no longer
abstract simplicial complexes, but rather regular triangulated spaces.

Also the next Chapter 11 is designed to give quite a different take on
Discrete Morse Theory. The theory is broken into three major branches -
combinatorial, topological, and algebraic ones; each with its own specifics.
A very new feature here is the re-casting of Discrete Morse Theory for posets
in terms of poset maps with small fibers. This, together with the existence of
the universal object associated to every acyclic matching, and the Patchwork
Theorem allows a structural understanding of the techniques which have been
used until now.

There are further novelties scattered in the remaining four chapters of the
second part. In Chapter 13 we connect the notion of evasiveness with mono-
tone poset maps, and introduce the notion of NE-reduction. After that the
importance of colimits in Combinatorial Algebraic Topology is emphasized.
We look at regular colimits, and their relation with group actions in Chap-
ter 14, and homotopy colimits in Chapter 15. We provide complete proofs
for all the statements in Chapter 15, based on the previous groundwork in
Chapter 7. Finally, in Chapter 16, we take a daring step of counting the ma-
chinery of spectral sequences to the core methods of Combinatorial Algebraic
Topology.

Let us also comment briefly on our citation policy. As far possible we have
tried to avoid citations directly in the text, choosing to present material in the
way which appeared to us most coherent from the contemporary point of view.
Instead, each chapter in the second and the third part ends with a detailed
bibligraphic account of the contents of that chapter. Since mathematics of
the first part is much more classical, we skip bibliographic information there
almost completely, giving only the general references to the existing textbooks.
An exception is provided by Chapter 8, where the material is slightly less
standard, thus justifying making some reading suggestions.
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ETH Zürich to an enthusiastic group of students. Their comments have been
most welcome and have led to substantial improvements. Special thanks go to
Peter Csorba, whose additional careful proofreading of the text has revealed
many inconsistencies both notational and mathematical.

The head of the Institute of Theoretical Computer Science at ETH Zürich
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1

Overture

The subject of Combinatorial Algebraic Topology is in a certain sense a clas-
sical one, as modern Algebraic Topology derives its roots from dealing with
various combinatorially defined complexes and with combinatorial operations
on them. Yet, the aspects of the theory which we consider in this book, and
which we distinguish under the title of this book are far from classical and
have been brought to the attention of the general mathematical public fairly
recently.

If one asks oneself a question

What does Combinatorial Algebraic Topology do?

then the answer will be the same of for the regular Algebraic Topology: one
computes various algebraic invariants of topological spaces, for example ho-
mology groups, or special cohomology elements, such as characteristic classes,
at times one is even able to determine the homotopy type. The discriminating
feature is provided not by what one is computing, but by how and for which
classes of topological spaces it is done.

More precisely, in this book the focus will be on the algebraic topology
of cellular complexes, which are combinatorial both locally, meaning that the
cell attachments are simple, and globally. Being combinatorial locally usu-
ally means that we have simplicial complexes, though more and more further
classes of complexes, such as cubical and prodsimplicial ones find their appli-
cation in Combinatorial Algebraic Topology. The word globally here refers to
the fact that the cells themselves are combinatorially enumerated. Of course,
the meaning of being combinatorially enumerated is open for interpretation,
and probably cannot formally be pinned down without the loss of the desired
flexibility. Typically this alludes to the fact that one has a bijection between
cells and some objects which are universally perceived as combinatorial, for
example graphs, partitions, permutations, various combinations and enrich-
ments (e.g., by labelings) of these.

Additionally, though the cell attachment maps are easy, the cell inclu-
sions themselves indicate some combinatorial relationship between the objects
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which are indexing the cells in question. Normally, to obtain the combinatorial
objects which are indexing the cells on the boundary of a given cell σ, one
would need to perform some combinatorial operation on the object which is
indexing σ itself.

Such complexes arise in all sorts of contexts. Sometimes the complexes
are simply given directly, though more often they are induced implicitly. For
example, frequently one happens to consider a topological space which allows
additional structure, such as some kind of stratification. The combinatorial
data which can be extracted from such a stratification is the partially ordered
set of strata. This is of course a serious trivialization of the space, as only
the bare incidence structure is left. There are then standard ways, such as
taking the nerve, to associate a simplicial complex to this poset, with the idea
that some of the algebro-topological invariants of this complex will reflect
something about the initial stratification.

This is an example of a procedure which constitutes the first of perhaps
the three major venues of Combinatorial Algebraic Topology - being able
to derive new interesting combinatorial objects by building suitable models
for topological question. A classical example of this is the so-called Goresky-
MacPherson formula, which we mention in Subsection 9.1.2. In short, given
a collection of linear subspaces, this formula provides a way to calculate the
cohomology groups of the complement of the union of these subspaces, in
terms of a certain “combinatorial model”, namely homology groups of the
so-called order complex of a combinatorial object associated to this family of
subspaces - the intersection lattice, see Subsection 9.1.2 and (9.1) for precise
details.

The second major venue is that the methods of the computation, which
are established as standard in Algebraic Topology, lead to unearthing of new
discrete structures. For example, spectral sequences comprise such a tool, and
once the filtration on the studied complex is chosen, the calculation, though
possibly technically challenging, is nonetheless uniquely determined. The sub-
sequent steps in the computation will unveil new combinatorial objects on
a constant basis. As an example, we refer to the lengthy computation per-
formed in Chapter 20 of this book. The primary goal there is to calculate
the homology groups of certain standard prodsimplicial complexes associated
to cycle graphs. However, performing the actual calculation along the lines
prescribed by the spectral sequence, one uncovers the important so-called
Hom+-construction, as well as witnesses the appearance of other classical in-
stances of combinatorial complexes. This can trace its genesis to the original
work of Eric Babson and the author on the resolution of Lovász Conjecture.

Finally, the third major venue is that the combinatorial properties of the
indexing objects from Discrete Mathematics get distinguished by the topology,
providing a deeper insight both in the structure theory of these objects, and
to which part of it is relevant for topology. For example, there are many
operations on graphs, however, it is specifically the operation of fold, which
has been singled out in the study of the so-called Hom -complexes, based solely
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on the fact that it is extremely well-behaved from the topological point of
view.

As another example, we refer to a combinatorial computation of some
concrete Stiefel-Whitney characteristic classes in Theorem 19.13 in Subsec-
tion 19.2.2. There, once the combinatorial description of the characteristic
classes is found, the entire calculation hinges upon one combinatorial lemma,
namely Lemma 19.14.

In addition to the beautiful fundamental theory, Combinatorial Algebraic
Topology has numerous applications. Classically, these lie in Discrete Mathe-
matics, as well as in Theoretical Computer Science. As we shall see in Chap-
ter 9, there are lots of constructions which take some combinatorial data as
input and produce some cell complex as output. This time the idea being that
the algebro-topological invariants of this complex should have a bearing on
the combinatorial properties of the initial data.

One famous application is the so-called Evasiveness Conjecture, see Chap-
ter 13. To get a rough idea, the reader should consider the set of all graphs on
n vertices, where n is fixed, satisfying a certain graph property which is pre-
served by deletion of edges (e.g., planarity). The Evasiveness Conjecture than
says that if one is trying to determine, whether a given graph has this property
or not, by using the simple edge oracle, i.e., by asking whether a certain edge
is in graph or not, then one may have to ask all the

(
n
2

)
questions. Curiously,

this is still unknown, although settled by using topological methods for some
special cases, including when n is a prime power. Chapter 13 provides more
insight into this and related problems.

Let us consider a further example here at some length. Assume that we
have a graph G and we are asking ourselves whether or not it is possible to
break the vertices of G into 3 disjoint groups so that no two vertices in the
same group are connected by an edge. Even though this question sounds very
elementary, in practice it is one which is extremely difficult to answer. In fact,
using the language of Computational Complexity Theory - this problem is
NP-complete. In concrete terms, this implies that any multiplicative increase
of the computer speed by a constant factor will yield only an additive increase
of the size of the instances (here meaning the number of vertices of the graph)
for which the problem can be solved in the lifetime of the universe.

Of course sometimes one can say right away that such partition is impossi-
ble, this happens for example, if G has 4 vertices all of which are connected to
each other. However, this is a very restricted set of configurations, since this
argument would be local in nature - we would find a small subgraph which
is already not possible to partition. Most interesting cases have some sort of
global obstructions, where one has to pay attention to the whole graph before
concluding whether such a partition is possible or not.

There is an indirect way to try to answer this question, though. It is
as follows. Assume that we have constructed in some clever way a cellular
complex X(G), and that our construction is functorial, meaning that graph
homomorphisms induce continuous maps. The partition of the set of vertices
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of G into 3 groups as desired could be phrased by saying that we are taking
a graph homomorphism from G to the complete graph on 3 vertices, called
K3. Therefore, if such a partition was possible, we would have a map from
X(G) to X(K3).

Of course, by itself, this conclusion does not contradict anything yet. In
fact, for any two non-empty topological spaces there is a continuous map from
one to the other one - simply map the entire first space to some chosen point
in the second one. Assume however that there is an additional structure on the
space X(G) - namely a free involution, and assume further that the induced
map fromX(G) toX(K3) must commute with the respective involutions. This
is already more restrictive, as for two given spaces which free involutions, it
may happen that no such map exists.

For example, by the Borsuk-Ulam theorem it is impossible to map a larger
dimensional sphere to a smaller dimensional one in a way which commutes
with the antipodal maps. Or, here, if X(G) is connected, and X(K3) consists
of several connected components, and no single component is mapped to itself
by the involution, then again no such involution-preserving map is possible.
Note, that to use this statement for different graphs, we would only need each
time to worry about the connectivity of X(G), since the complex X(K3) could
be analyzed and understood once and for all.

We will expand on this line of argument in the last part of the book, where
we will actually look at applications of somewhat more sophisticated invari-
ants, which are routinely used in Obstruction Theory. Namely, we explore the
use of Stiefel-Whitney classes associated to involutions (or to free Z-actions,
or to line bundles), for this sort of questions. However, before an application
of such complexity can be properly put in context, it is important to develop
a toolbox of Combinatorial Algebraic Topology.

We finish this introductory chapter by stressing that the field of Combi-
natorial Algebraic Topology is both large and fast-growing. New connections
to other areas are found on a constant basis, reaching currently even to such
distant subjects as vision recognition and statistical analysis. We hope that
this text will serve the function of helping to fill the void between the standard
course in Topology and this forefront research.



Part I

Concepts of Algebraic Topology





2

Cell complexes

In this chapter we consider all sorts of cell complexes which make appear-
ance in the combinatorial context. Following the tradition, we begin in Sec-
tion 2.1 with the abstract simplicial complexes, which have long been the main
workhorse applications to discrete mathematics. After dealing with them, we
proceed in Section 2.2 with looking at polyhedral complexes, including gen-
eralized simplicial complexes, cubical complexes, and, more generally, prod-
simplicial complexes. which have all been proved important in Combinatorial
Algebraic Topology.

Section 2.3 is entirely devoted to triangulated spaces. These will be of
crucial importance when we shall study nerves of acyclic categories in Chap-
ter 10, and will also appear in various combinatorial quotient constructions
in Chapter 14. Finally, the last section of this chapter considers the general
CW complexes.

2.1 Abstract simplicial complexes

2.1.1 Definition of abstract simplicial complexes and maps
between them

We start with recalling a basic and simple, yet a versatile way to describe
topological spaces by means of purely combinatorial data.

Definition 2.1. A finite abstract1 simplicial complex is a finite set A
together with a collection ∆ of subsets of A, such that if X ∈ ∆, and Y ⊆ X,
then Y ∈ ∆.

We denote the abstract simplicial complex described in Definition 2.1 sim-
ply by ∆. The element v ∈ A, such that {v} ∈ ∆ is called a vertex of ∆. We
denote the set of all vertices of ∆ by V (∆). When ∆ consists of all subsets of

1 Sometimes for brevity the word abstract is omitted.
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A, it is called a simplex, and is denoted by ∆A. In the same spirit, the sets
δ ∈ ∆ are called simplices of ∆. Those simplices δ ∈ ∆, which are contained
in no other simplex of ∆ are called maximal.

Example 2.2. The set collection {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}} is an ab-
stract simplicial complex. To obtain the simplex ∆{1,2,3} one would need to
add to this collection the set {1, 2, 3}.

Given two finite abstract simplicial complexes ∆1 and ∆2, such that σ ∈
∆1 implies σ ∈ ∆2, we say that ∆1 is an abstract simplicial subcomplex of ∆2,
and write ∆1 ⊆ ∆2. If in addition there exists σ ∈ ∆2, such that σ /∈ ∆1, we
say that ∆1 is a proper subcomplex of ∆2.

One also talks about the dimension of each simplex, which is 1 less than
its cardinality as a set. When a simplex has dimension d one says d-simplex.
Vertices have dimension 0. The dimension is defined for finite abstract sim-
plicial complexes as well: it is equal to the maximum of the dimensions of its
simplices. The dimension is denoted by dim. If ∆1 is an abstract simplicial
subcomplex of ∆2, then dim∆1 ≤ dim∆2.

For any finite abstract simplicial complex ∆, the collection of all simplices
of ∆ up to dimension d is called the d-skeleton of ∆, and is denoted by ∆(d)

or Skd(∆).

Remark 2.3. The void and the empty.
Some words about degeneracies occurring in this context are in order. In the
Definition 2.1 we have allowed the empty collection of sets. The corresponding
abstract simplicial complex is called the void abstract simplicial complex, and
is denoted by ∅, or by {}. The void abstract simplicial complex is the only
one, which does not contain the empty set as one of its simplices.

Alternatively, we may also have the set collection consisting of an empty
set. The corresponding abstract simplicial complex is called the empty abstract
simplicial complex, and is denoted by {∅}. Notice that the sets of vertices of
the void and of the empty complexes are empty sets.

Remark 2.4. The dimensions of the empty simplex and of the void complex.
When determining the dimension, one should keep in mind the degenerate
case of the empty simplex ∅ ∈ ∆. By definition, since the cardinality of the
empty set is 0, the dimension of this simplex is equal to −1. Correspondingly,
the dimension of the empty simplicial complex is equal to −1. We set the
dimension of the void simplicial complex to be equal to −∞.

Remark 2.5. The term simplex.
The meticulous reader may have noticed that the term simplex was used by us
in two ways. First, to denote any set which is in the collection of sets defining
an abstract simplicial complex. Second to denote the abstract simplicial com-
plex whose collection consists of all sets. The distinction is of course purely
formal, and the reason for why one usually uses the same term for these two
notions is because one can associate to each δ ∈ ∆ the simplex ∆δ, which in
turn will be a subcomplex of ∆.
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Definition 2.6. Let ∆1 and ∆2 be two finite abstract simplicial complexes.
A simplicial map from ∆1 to ∆2 is a set map f : V (∆1) → V (∆2), such
that if σ is a simplex of ∆1, then f(σ) is a simplex of ∆2. In such a situation,
we shall simply write f : ∆1 → ∆2.

In this definition we used the notation f(S) := {f(s) | s ∈ S}, for any set S
and any function f on S.

Example 2.7. Let ∆1 = ∆2 = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}}, then any
f : [3]→ [3] is a simplicial map, whereas the same is not true for ∆1 = ∆2 =
{∅, {1}, {2}, {3}, {1, 2}, {1, 3}}.

Let us make some observations on the properties of simplicial maps.

• The identity map on the set of vertices is always a simplicial map from
the abstract simplicial complex onto itself.

• The composition of two simplicial maps is again a simplicial map, since
a simplex maps to simplex, which again maps to simplex.

• Even if the function f is bijective and simplicial, its inverse does not have
to be simplicial.

• For any abstract simplicial complex ∆, and for any finite set A, an arbi-
trary set map f : V (∆)→ A induces a simplicial map f : ∆→ ∆A.

• Whenever ∆1 and ∆2 are abstract simplicial complexes, such that ∆1 is
a subcomplex of ∆2, we have a natural simplicial inclusion map ∆1 →֒ ∆2.

• For ∆ = ∆[1], and any abstract simplicial complex Λ, there exists a unique
simplicial map from Λ to ∆; this map takes all vertices of Λ to the vertex
of ∆.

• For any abstract simplicial complex∆, there exists a unique simplicial map
from the void abstract simplicial complex to ∆. Additionally, if ∆ is not
the void abstract simplicial complex, then there exists a unique simplicial
map from the empty abstract simplicial complex to ∆.

Definition 2.8. Let ∆1 and ∆2 be two abstract simplicial complexes, and
let f : ∆1 → ∆2 be a simplicial map between them. Then f is called
an isomorphism of abstract simplicial complexes if the induced map
f : V (∆1) → V (∆2) is a bijection, and its inverse induces a simplicial map
as well. If such an isomorphism exists, then ∆1 and ∆2 are said to be iso-
morphic as abstract simplicial complexes.

Clearly, the isomorphism is an equivalence relation. It is the “equality”
relation for the abstract simplicial complexes.

An important special class of simplicial maps are isomorphisms f : ∆→ ∆,
where ∆ is an abstract simplicial complex. These maps are called automor-
phisms of ∆. The composition of two automorphisms is again an automor-
phism, and an inverse of each automorphism is also an automorphism, hence
the set of automorphisms forms a group by composition. This is the group
of “symmetries” of the abstract simplicial complex ∆, and we denote it by
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Aut (∆). For example, the group of automorphisms of the abstract simplicial
complex in the Example 2.2 is the full symmetric group S3.

Until now, we have restricted ourselves to considering the finite abstract
simplicial complexes. The natural question is what happens if we drop the
condition that the ground set should be finite. We invite the reader to check
that all the definitions make sense, and that all the statements hold just like
they do for the finite ones. For the reasons, which will become clear once
we look at the notion of geometric realization, we keep the condition that
the simplices have finite cardinality. We restate the Definition 2.1 for future
reference.

Definition 2.9. An abstract simplicial complex is a set A together with
a collection ∆ of finite subsets of A, such that if X ∈ ∆, and Y ⊆ X, then
Y ∈ ∆.

Example 2.10. Let A be the set of natural numbers, then we obtain an abstract
simplicial complex by taking all finite subsets σ ∈ A, such that for any two
elements from σ, one of them must divide the other one.

Remark 2.11. In Chapter 4 we shall see that the finite abstract simplicial
complexes together with simplicial maps actually form a category, and that
the same is true if one takes all abstract simplicial complexes.

2.1.2 Deletion, link, star, and wedge

Since the abstract simplicial complexes are some of the main characters of the
Combinatorial Algebraic Topology, there is a large variety of concepts and
constructions pertaining to them. We shall now describe some of these.

Definition 2.12. Let ∆ be an abstract simplicial complex, and let τ be a sim-
plex of ∆. The deletion of τ is the abstract simplicial subcomplex of ∆,
denoted dl∆(τ) defined by

dl∆(τ) := {σ ∈ ∆ |σ 6⊇ τ}.

In the degenerate cases, the deletion of the vertex v from the abstract sim-
plicial complex {∅, {v}} will give the empty simplex, whereas the deletion of
the empty set from any abstract simplicial complex will give the void simplex.
Furthermore, if S is a set of simplices of ∆, then we define the deletion of S,
by setting

dl∆(S) := {σ ∈ ∆ |σ 6⊇ τ, for all τ ∈ S} =
⋂

τ∈S

dl∆(τ). (2.1)

Another important concept in the context of abstract simplicial complexes
is that of a link of a simplex.
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Definition 2.13. Let ∆ be an abstract simplicial complex, and let τ be a sim-
plex of ∆. The link of τ is the abstract simplicial subcomplex of ∆, denoted
lk∆(τ) defined by

lk∆(τ) := {σ ∈ ∆ |σ ∩ τ = ∅, and σ ∪ τ ∈ ∆}.

For example, in a “hollow tetrahedron” - the abstract simplicial complex
∆ consisting of all subsets of {1, 2, 3, 4} except for the set {1, 2, 3, 4} itself,
a link of an edge consists of the two vertices which do not belong to that
edge. Note also, that the void simplex can never be the link of anything, since
any link contains an empty set.

In analogy to the definition above, if S is a set of simplices of ∆, then we
define the link of S, by setting

lk∆(S) := {σ ∈ ∆ |σ ∩ τ = ∅, and σ ∪ τ ∈ ∆, for all τ ∈ S} =
=
⋂

τ∈S

lk∆(τ). (2.2)

Closely related to the notion of link is the notion of star.

Definition 2.14. Let ∆ be an abstract simplicial complex, and let τ be a sim-
plex of ∆.

(1) The closed star of τ is the abstract simplicial subcomplex of ∆, denoted
star∆(τ), defined by

star∆(τ) := {σ ∈ ∆ |σ ∪ τ ∈ ∆}.

(2) The open star of τ is the set of simplices of ∆, denoted ostar∆(τ), defined
by

ostar∆(τ) := {σ ∈ ∆ |σ ⊇ τ}.

For any simplex τ ∈ ∆, we have

lk∆(τ) = star∆(τ) ∩ dl∆(V (τ)),

and
∆ = ostar∆(τ) ∪ dl∆(τ),

where the latter union is actually disjoint. Furthermore, for a vertex v ∈ ∆,
we have a simple but important for subsequent chapters decomposition

∆ = star∆(v) ∪ dl∆(v). (2.3)

Definition 2.15. Given two abstract simplicial complexes ∆1 and ∆2, with
vertices v1 ∈ V (∆1), and v2 ∈ V (∆2), the wedge of ∆1 and ∆2, with respect
to the vertices v1 and v2, is the abstract simplicial complex ∆1 ∨∆2 defined
by
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• V (∆1 ∨∆2) = (V (∆1) \ {v1}) ∪ (V (∆2) \ {v2}) ∪ {v};
• σ ⊆ V (∆1∨∆2) is a simplex of ∆1∨∆2 if and only if either σ ⊆ V (∆1)∪
{v} and σ is a simplex of ∆1 once v is replaced with v2, or σ ⊆ V (∆2)∪{v}
and σ is a simplex of ∆2 once v is replaced with v2.

Even though the abstract simplicial complex ∆1 ∨∆2 depends on the choice
of vertices v1 and v2, in practice, these are usually suppressed from notations.

2.1.3 Simplicial join

The following is one of the most fundamental constructions which allow to
produce new abstract simplicial complexes from the old ones.

Definition 2.16. Let ∆1 and ∆2 be two abstract simplicial complexes, whose
vertices are indexed by disjoint sets. The join of ∆1 and ∆2 is the abstract
simplicial complex ∆1 ∗∆2 defined as follows: the set of vertices of ∆1 ∗∆2

is V (∆1) ∪ V (∆2), and the set of simplices is given by

∆1 ∗∆2 = {σ ⊆ V (∆1) ∪ V (∆2) |σ ∩ V (∆1) ∈ ∆1, and σ ∩ V (∆2) ∈ ∆2}.

Clearly, we have commutativity: for arbitrary abstract simplicial com-
plexes ∆1 and ∆2 the joins ∆1 ∗∆2 and ∆2 ∗∆1 are isomorphic. The join is
also associative, namely, for arbitrary abstract simplicial complexes ∆1, ∆2,
and ∆3, the joins (∆1 ∗∆2) ∗∆3 and ∆1 ∗ (∆2 ∗∆3) are isomorphic.

Another important property of the join is that for any abstract simplicial
complex∆ and any simplex τ ∈ ∆, the abstract simplicial complexes lk∆(τ)∗τ
and star(τ) are isomorphic.

Joining with the abstract simplicial complex consisting of a single vertex
is also called coning. One can also take a join with the abstract simplicial
complex with n vertices and no simplices of dimension 1 and higher. This is
the n-coning, giving the same result as a sequence of n single conings.

Example 2.17.

(1) We have ∆A ∗∆B = ∆A∪B .
(2) The join of an arbitrary abstract simplicial complex ∆ with the empty

simplex is equal to ∆;
(3) The join of an arbitrary abstract simplicial complex with the void simplex

is equal to the void simplex.

2.1.4 Face posets

A standard combinatorial gadget which one associates to an abstract simplicial
complex is that of a face poset. To start with, we have the following definition.

Definition 2.18. A partially ordered set, or simply poset, P is a set
together with a relation ≥ which satisfies the following 3 axioms
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(1) idempotency: for any x ∈ P , we have x ≥ x;
(2) antisymmetry: for any x, y ∈ P , if x ≥ y and y ≥ x, then x = y;
(3) transitivity: for any x, y, z ∈ P , if x ≥ y and y ≥ z, then x ≥ z.

Given a poset P , we let ≻ denote the covering relation in P , i.e., for
x, y ∈ P , we write x ≻ y if x > y and there is no z ∈ P , such that x > z > y.

The following poset is of a particular importance.

Definition 2.19. Let ∆ be an arbitrary abstract simplicial complex. A face
poset of ∆ is the poset F(∆), whose set of elements consists of all non-empty
simplices of ∆, and whose partial order relation is the inclusion relation on
the set of simplices.

The following is a classical notion in Order Theory.

Definition 2.20. Let (P,>) be a poset. A total order >L on the set of ele-
ments of P is called a linear extension L of P if for any two elements x, y
of P we have x >L y whenever x > y.

For example, for an arbitrary abstract simplicial complex ∆, a standard
linear extension of the face poset F(∆) is obtained by setting σ >L τ whenever
dimσ > dim τ , and choosing an arbitrary order within each set of simplices
of the same dimension.

2.1.5 Barycentric and stellar subdivisions

There are two standard ways to subdivide abstract simplicial complexes.

Definition 2.21. Let ∆ be an abstract simplicial complex. The barycentric
subdivision of ∆ is also an abstract simplicial complex, which is denoted by
Bd∆, and defined by

Bd∆ = {{σ1, . . . , σt} |σ1 ⊃ σ2 ⊃ · · · ⊃ σt, σi ∈ ∆, t ≥ 1} ∪ {∅}.

In particular, the set of vertices of Bd∆ is indexed by the non-empty simplices
of ∆.

While taking barycentric subdivision is useful in many situations, some-
times it just produces too many simplices. The next definition provides a more
economic, local construction.

Definition 2.22. Let ∆ be an abstract simplicial complex, and let σ be a sim-
plex of ∆. The stellar subdivision2 of ∆ at σ is the abstract simplicial
complex sd∆(σ) defined by the following.

2 The stellar subdivision is a special case of combinatorial blowups, see [FK04] for
the definition, and [CD06, Del06, FK05, FM05, FS05, FY04, Fei05, Fei06] for
further applications of the latter concept.
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• For the set of vertices we have V (sd∆(σ)) = V (∆) ∪ {σ̂}, where σ̂ simply
denotes the new vertex “indexed by σ”, and in case σ itself is a vertex, we
have σ̂ = σ and no new vertex is introduced.

• The simplex τ ∈ ∆ is a simplex of sd∆(σ) if and only if τ does not contain
σ as a subset. Additionally, the abstract simplicial complex sd∆(σ) has
simplices of the form τ ∪ {σ̂}, where τ ∈ ∆, such that τ ∪ σ ∈ ∆ and τ
does not contain σ as a subset.

For example, if σ is a vertex itself, then sd∆(σ) is isomorphic to∆. Next we
show that taking the barycentric subdivision can be emulated by a sequence
of stellar subdivisions.

Proposition 2.23. Let ∆ be an arbitrary finite abstract simplicial complex,
and let L be an arbitrary linear extension of the face poset F(∆). Then, the
barycentric subdivision Bd∆ is isomorphic to the abstract simplicial complex
obtained from ∆ by a sequence of stellar subdivisions, consisting of one stellar
subdivision for every non-empty simplex of ∆, taking the simplices in the
decreasing order with respect to the given linear extension.

Proof. Let {σ1, . . . , σt} be the set of all non-empty simplices of ∆, indexed
along the given linear extension, i.e., σi >L σi−1, for every i = 2, . . . , t. Fur-
thermore, we set σt+1 := ∅. For every i = 1, . . . , t we let∆i denote the abstract
simplicial complex obtained as a result of the sequence of stellar subdivisions
of σ1, σ2, . . . , σi, and we use the convention that ∆0 = ∆. We need to show
that the complex ∆t is isomorphic to Bd∆. This follows from the following
more general claim.

Claim. For every k = 0, . . . , t, the simplices of the abstract simplicial complex
∆k are indexed by the l-tuples (σ̂i1 , . . . , σ̂il−1

, σil), satisfying conditions

• l ≥ 1;
• σi1 ⊃ · · · ⊃ σil , where all the set inclusions are strict, which implies

i1 < · · · < il;
• il−1 ≤ k < il, in particular il = t + 1 is allowed, whereas we always have

il−1 ≤ t.
The simplex indexed by (σ̂i1 , . . . , σ̂il−1

, σil) has dimension l + |σil | − 2, and
its boundary simplices are obtained by either deleting any of the elements in
the tuple, except for the last one, or replacing the last element by its proper
subset.

Proof of the claim. We use induction on k. For k = 0 we only have the
simplices with l = 1, and the conditions of the claim describe precisely the
abstract simplicial complex ∆. Consider now what happens when we pass
from the complex ∆k−1 to the complex ∆k, for k ≥ 1.

First, the simplices of ∆k−1 which contain the simplex indexed by (σk)
get removed. Since we follow a linear extension, the simplex σk is maximal
in dl∆({σ1, . . . , σk−1}). Hence, according to the induction assumption, the
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removed tuples are indexed by (σ̂i1 , . . . , σ̂il−1
, σk), satisfying the condition

σi1 ⊃ · · · ⊃ σil−1
⊃ σk.

After that the new simplices are added. By the definition of the stellar
subdivision together with our induction assumption, these are indexed by
the pairs ((σ̂i1 , . . . , σ̂il−2

, σil), σ̂k), such that the abstract simplicial complex
∆k−1 has a simplex, which contains both (σ̂i1 , . . . , σ̂il−2

, σil) and σk, but the
simplex (σ̂i1 , . . . , σ̂il−2

, σil) itself does not contain σk. These conditions are
equivalent to σil−2

⊃ σk ⊃ σil , and therefore, one can think of the added
simplices as being indexed with the tuples (σ̂i1 , . . . , σ̂il−2

, σ̂k, σil), such that
σi1 ⊃ · · · ⊃ σil−2

⊃ σk ⊃ σil .
All-in-all we see that this description of the simplices, which are added

or removed, when taking the stellar subdivision of (σk) in ∆k−1, together
with the induction assumption that the conditions of our claim describe the
abstract simplicial complex ∆k−1, imply that the conditions of our claim
describe the abstract simplicial complex ∆k as well, providing the induction
step. This finishes the proof of our claim. ⊓⊔

In particular, for k = t we only have the simplices (σ̂i1 , . . . , σ̂il−1
, ∅), i.e.,

il = t + 1. The rule for the simplex inclusions given in the claim is the same
as that for Bd∆, and hence the abstract simplicial complex ∆t is isomorphic
to the abstract simplicial complex Bd∆. ⊓⊔

In particular, Proposition 2.23 suggests one standard way to view the
barycentric subdivision as a sequence of stellar ones: simply start by taking
the stellar subdivisions of the simplices of top dimension, then take the stellar
subdivisions of the simplices of dimension one less, and so on, until reaching
the vertices.

For dealing with subdivisions in later chapters, it is practical to introduce
the following short-hand notation: when a simplicial complex ∆2 subdivides
another simplicial complex ∆1, we shall write ∆2 ❀ ∆1. We shall also use the
same notation for more general classes of complexes.

2.1.6 Pulling and pushing simplicial structures

Let A and B be two sets, and let f : A→ B be a set map.

Definition 2.24. Assume ∆ is an abstract simplicial complex on A, we define
the pushforward abstract simplicial complex f(∆) by setting

f(∆) := {f(σ) |σ ∈ ∆}.

The pushforward abstract simplicial complex satisfies the following univer-
sal property: whenever Ω is an abstract simplicial complex on B, such that f
is a simplicial map, the complex f(∆) must be an abstract simplicial subcom-
plex of Ω. Phrased colloquially: f(∆) is obtained by pushing the simplicial
structure ∆ forward, and it is the minimal one which makes the set map f
simplicial.
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Definition 2.25. Assume Ω is an abstract simplicial complex on B, we define
the pullback abstract simplicial complex f−1(Ω) by setting

f−1(Ω) := {σ ⊆ A | f(σ) ∈ Ω, |σ| <∞}.

The pullback abstract simplicial complex satisfies the following universal
property: any abstract simplicial complex on A, such that f is a simplicial
map, must be an abstract simplicial subcomplex of f−1(Ω). Again, one could
say: f−1(Ω) is obtained by pulling the simplicial structure Ω back, and it is
the maximal one which makes the set map f simplicial.

Note that f−1(Ω) does not denote two different things, since if the set map
f is bijective, then f(∆) is isomorphic (as an abstract simplicial complex) to
∆, and f−1(Ω) is isomorphic to Ω.

The reader is invited to check that the following properties of pullbacks
and pushforwards hold for any abstract simplicial complex ∆:

id(∆) = ∆, f(g(∆)) = (f ◦ g)(∆), f−1(g−1(∆)) = (g ◦ f)−1(∆).

2.2 Polyhedral complexes

2.2.1 Geometry of abstract simplicial complexes

It is now time to describe the geometric picture which is encoded by the
combinatorial data of an abstract simplicial complex.

Various definitions of the geometric realization

Definition 2.26.

(1) A geometric n-simplex σ is the convex hull of the set A of n + 1 affine
independent points in RN , for some N ≥ n. The convex hulls of the subsets
of A are called subsimplices of σ.

(2) The standard n-simplex is the convex hull of the set of the endpoints
of the standard unit basis (1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1) in
Rn+1.

More generally, given any finite set A, we have the vector space RA, whose
coordinates are indexed by the elements of A; and correspondingly, for any
subset B ⊆ A, we can define a standard B-simplex in RA, as the one which
is spanned by the endpoints of the part of the standard unit basis indexed by
elements in B in that vector space. In this language, the simplex described in
Definition 2.26(2) would be called the standard [n+ 1]-simplex in R[n+1].

Definition 2.27. Given a finite abstract simplicial complex ∆, we define its
standard geometric realization to be the topological space obtained by tak-
ing the union of standard σ-simplices in RV (∆), for all σ ∈ ∆.
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Any topological space space which is homeomorphic to the standard ge-
ometric realization of ∆ is called the geometric realization of ∆, and is
denoted by |∆|.

Very often, for the sake of brevity, in case no confusion arises, we shall talk
about the topological properties of the abstract simplicial complex ∆, always
having in mind the properties of the topological space |∆|. We note that the
geometric realizations of the void and of the empty complexes are both empty
sets.

It is possible to give a similar definition of the geometric realization for
the infinite case, however one would need a careful treatment of the arising
infinite-dimensional vector space and the topology involved. Instead, we use
this as an opportunity to introduce a gluing process, which will be used to
construct various classes of cell complexes.

Given a non-empty abstract simplicial complex ∆, the constructive defi-
nition of the geometric realization of ∆ goes as follows.

• Start with an arbitrary vertex of ∆, and then add new simplices one-
by-one, in any order, with the only condition being that all the proper
subsimplices of the simplex which is being added have already been glued
on at this point.

• Assume we are at the situation when we would like to glue the simplex
σ ∈ ∆ onto the part of the realization X which we have so far. The new
space isX∪∂∆σ∆σ, which obtained by identifying the boundary of∆σ with
the subspace of X which is the result of gluing the simplices corresponding
to the proper subsimplices of σ. Shortly: the simplex ∆σ is glued onto X
along its boundary in the natural way.

One way to think of this gluing process is the following. We have a col-
lection of simplices {∆σ}σ∈∆, together with inclusion maps iσ,τ : ∆σ →֒ ∆τ ,
whenever σ is a proper subset of τ . The space |∆| is obtained from the dis-
joint union of the simplices by fulfilling the extra condition: we would like to
identify two points whenever one of them maps to the other one by one of
these inclusion maps.

Of course, one easy way to satisfy such a condition is to simply identify all
points, and to obtain just a point as the resulting quotient space. The addi-
tional requirement for the gluing process is that this identification is in some
sense “minimal”, in other words no identification is done unless it is a conse-
quence of the prescribed identifications. We shall see how similar universality
conditions appear in further definitions of the cell complexes. Furthermore, in
Chapter 4 it will be demonstrated how all of these are just special instances
of the general colimit construction.

Yet another alternative to define the geometric realization of an abstract
simplicial complex would be to give a direct description of the set of points
together with topology. This is what we do next.
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Definition 2.28. Given a set S, a convex combination of the elements in
S is a function f : S → R, such that

• f(x) ≥ 0, for all x ∈ S;
• f(x) 6= 0, for only finitely many x ∈ S;
• ∑

x∈S f(x) = 1.

The finite set {x ∈ S | f(x) 6= 0} is called the support of the convex combina-
tion and is denoted by supp .

The convex combination is usually written as an algebraic expression∑
x∈S f(x)x. These expressions can be added and multiplied by real num-

bers in the usual way. In this notation, two algebraic expressions differing
only in terms with zero coefficients will be identified.

The crucial observation is that the points of the geometric realization of
an abstract simplicial complex ∆ are in 1-to-1 correspondence with the set of
all convex combinations, whose support is a simplex of ∆. In fact, the support
of each convex combination tells us precisely to which simplex it belongs.

Furthermore, we can define a distance function on the set of all convex
combinations by setting

d

(∑

x∈S

f(x)x,
∑

x∈S

g(x)x

)
:=
∑

x∈S

|f(x)− g(x)|. (2.4)

It is easy to check that (2.4) indeed defines a metric on our space, hence one
can take the topology induced by this metric. This is exactly the topology of
the geometric realization.

Intuitively, one can say that the points which are near to a point in the
geometric realization can be obtained by a small deformation of the coefficients
of the corresponding convex combination. If the deformation is sufficiently
small, then the non-zero coefficients will stay positive. However, even under
a very small deformation it may happen that the zero coefficients become
non-zero. This is allowed as long as the support set remains being a simplex
of the initial abstract simplicial complex. Geometrically this corresponds to
entering the interior of an adjacent higher dimensional cell. An illustration is
provided on Figure 2.1.

Geometry of simplicial maps

Proposition 2.29. Let ∆1 and ∆2 be arbitrary abstract simplicial complexes.
A simplicial map f : ∆1 → ∆2 induces a continuous map |f | : |∆1| → |∆2|.

Proof. We define |f | by setting

|f | :
∑

vi∈V (∆1)

tivi 7→
∑

vi∈V (∆1)

tif(vi). (2.5)
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Fig. 2.1. Coordinate description of points of a geometric realization of an abstract
simplicial complex.

Since simplices are required to map to simplices, this map is well-defined. We
leave the proof of the continuity as an exercise. ⊓⊔

We note that when both ∆1 and ∆2 are finite, the map |f | is actually
a restriction of a linear map |f | : RV (∆1) → RV (∆2), whose matrix is the
standard 0-1 matrix associated to the set map f : V (∆1)→ V (∆2): it simply
maps a basis vector ei to the basis vector ef(i).

In general, it is clear from (2.5) that

|f ◦ g| = |f | ◦ |g|, (2.6)

whenever f and g are simplicial maps, and that

|f−1| = |f |−1, (2.7)

whenever f has an inverse, which is also a simplicial map.
It follows that an automorphism of an abstract simplicial complex induces

a continuous automorphism of its geometric realization, and that the geomet-
ric realizations of two isomorphic abstract simplicial complexes are homeo-
morphic, with homeomorphisms induced by the isomorphism maps. On the
other hand, the existence of a homeomorphism between |∆1| and |∆2| does not
imply the isomorphism of ∆1 and ∆2. If a topological space allows a simplicial
structure, then it allows infinitely many non-isomorphic simplicial structures.

2.2.2 Geometric meaning of the combinatorial constructions

Geometry of deletion, link, star, and wedge

Geometrically, the deletion operation does precisely what it is supposed to
do: it deletes from ∆ all the simplices which contain the simplex τ .
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For a vertex v, the link is modeling the simplicial complex which one
obtains if one cuts the given simplicial complex by a sphere of small radius
with the center in v. For a general simplex τ , one thinks of the link of τ
intuitively as the space of directions emanating from any interior point of τ ,
transversally to τ itself. If τ is just a vertex, then this vertex is taken in place
of the interior point.

Since open star of a simplex is not an abstract simplicial complex, one can-
not take its geometric realization. However, sometimes one instead considers
the open subspace of |∆| given by the union of the interiors of the geometric
simplices corresponding to the simplices in the open star, where again the
interior of a vertex is taken to be the vertex itself.

The decomposition (2.3) turns into

|∆| = |star∆(v)| ∪ |dl∆(v)|,

where we explicitly remark that |star∆(v)| is a cone with apex v.
It is easy to see that Definition 2.15 carries over to the case of topological

spaces with a selected point (the so-called based spaces) essentially without
a change.

Definition 2.30. Given topological spaces X1 and X2, with points x1 ∈ X1,
and x2 ∈ X2, we define the wedge of X1 and X2 to be the quotient space
X1 ∨X2 = (X1 ∪X2)/ ∼, with the equivalence relation given by x1 ∼ x2.
Clearly, for two abstract simplicial complexes ∆1 and ∆2, we have

|∆1 ∨∆2| ∼= |∆1| ∨ |∆2|, (2.8)

where the wedges are taken with respect to the same pair of points.

Geometry of the simplicial join

One can define the join of arbitrary topological spaces. Let I denote the closed
unit interval.

Definition 2.31. Let X and Y be two topological spaces. The join of X and
Y is the topological space X ∗ Y defined as follows:

X ∗ Y = I ×X × Y/ ∼,

where the equivalence relation ∼ is given by

• (0, x, y) ∼ (0, x, ỹ), for all y, ỹ ∈ Y ;
• (1, x, y) ∼ (1, x̃, y), for all x, x̃ ∈ X.

We note that for two abstract simplicial complexes ∆1 and ∆2 one has

|∆1| ∗ |∆2| ∼= |∆1 ∗∆2|, (2.9)
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where on the right hand side we take the simplicial join.
Given geometric realizations of ∆1 in Rm and ∆2 in Rn, a geometric

realization of ∆1 ∗ ∆2 in Rm+n+1 can be obtained as follows. Identify Rm

with the coordinate subspace of Rm+n+1 given by (x1, . . . , xm, 0, . . . , 0), and
identify Rn with the translated coordinate subspace of Rm+n+1 given by
(0, . . . , 0, y1, . . . , yn, 1). Take the induced embeddings of |∆1| and |∆2| into
Rm+n+1 and let |∆1 ∗∆2| be the union of convex hulls of pairs of simplices:
one from ∆1 and one from ∆2.

First, if σ is a simplex in |∆1|, and τ is a simplex in |∆2|, then the
union of the sets of vertices of σ and τ is a linearly independent set. Sec-
ond, these newly spanned simplices will not overlap (other than along their
boundaries), since the convex combination of x ∈ |∆1|, and y ∈ |∆2|,
x = (x1, . . . , xm, 0, . . . , 0), y = (0, . . . , 0, y1, . . . , yn, 1), has the coordinates
((1− t)x1, . . . , (1− t)xm, ty1, . . . , tyn, t), defining x, y, and t uniquely.

Example 2.32.

(1) For an arbitrary topological space X, the space X ∗point is called a cone
over X, and the space X ∗ S0 is called a suspension of X, the latter
terminology comes from the fact that one can view the space X as being
suspended on threads between the two opposite apexes inside the space
suspX.

(2) Let m and n be arbitrary nonnegative integers, then we have

Sm ∗ Sn = Sm+n+1. (2.10)

To see (2.10), note that in general (X ∗ Y ) ∗ Z = X ∗ (Y ∗ Z). Therefore

Sm ∗ Sn = S0 ∗ · · · ∗ S0︸ ︷︷ ︸
m+1

∗S0 ∗ · · · ∗ S0︸ ︷︷ ︸
n+1

= S0 ∗ · · · ∗ S0︸ ︷︷ ︸
m+n+2

= Sm+n+1.

In parallel with the explicit embedding described above, the points of
a join of two spaces can be described as follows. The equivalence class of the
point (t, x, y) ∈ I × X × Y is denoted by ((1 − t)x, ty). This notation helps
encode the fact that when t = 0, then y does not matter, and when t = 1,
then x does not matter. More generally, a point on the join of finitely many
topological spaces X1 ∗· · ·∗Xk can be described as (t1x1, t2x2, . . . , tkxk), such
that t1 + t2 + · · ·+ tk = 1, and ti ≥ 0, for all i = 1, . . . , k.

We also remark, that instead of taking the successive joins, one can think
of X1 ∗ · · · ∗Xk as the quotient space

X1 ∗ · · · ∗Xk = ∆[k] ×X1 × · · · ×Xk/ ∼,

where the equivalence relation ∼ is given by: (α, x1, . . . , xk) ∼ (α, x′1, . . . , x
′
k)

if tuples (x1, . . . , xk) and (x′1, . . . , x
′
k) coincide on the support simplex of α

(where the support simplex of α is the minimal subsimplex of ∆[k] contain-
ing α).
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Geometry of barycentric subdivision

The geometric realizations of the abstract simplicial complexes Bd∆ and ∆
are related in a fundamental way.

Proposition 2.33. For any abstract simplicial complex ∆ the topological
spaces |∆| and |Bd∆| are homeomorphic.

Proof. The explicit point description of geometric realization of an abstract
simplicial complex tells us, that the points of |∆| are indexed by convex com-
binations a1v1+ · · ·+ asvs, such that {v1, v2, . . . , vs} ∈ ∆, whereas the points
of |Bd∆| are indexed by convex combinations b1σ1 + · · · + btσt, such that
σ1 ⊃ σ2 ⊃ · · · ⊃ σt. Let us now give the procedure for translating between
the two point descriptions.
(1) To define a continuous function f : |∆| → |Bd∆|, take a point x =
a1v1+ · · ·+asvs in |∆|. Choose a permutation (i1, i2, . . . , is) which orders the
coefficients 0 ≤ ai1 ≤ ai2 ≤ · · · ≤ ais ≤ 1. For k = 1, . . . , s we set

bk := (s− k + 1)(aik − aik−1
), and σk := {vik , vik+1

, . . . , vis}, (2.11)

where the convention ai0 = 0 is used. The point f(x) is encoded by the convex
combination b1σ1 + · · ·+ bsσs.

While the formulae (2.11) give a succinct algebraic definition of the func-
tion f , it is also possible to see an intuitive algorithmic picture. To start with,
by the properties of our point encoding, we can assume that ai 6= 0, for all
i ∈ [s]. Let a := min(a1, . . . , as), and set b1 := sa and σ := {v1, . . . , vs} . Af-
ter that we proceed recursively with the linear (though not convex anymore)
combination (a1 − a)v1 + · · ·+ (as − a)vs as follows.

• Delete all the zero terms, say k terms remain.
• Set b2 to be equal to ka′, where a′ is the minimum of the remaining

coefficients, and set σ2 to be the set of the remaining vertices.
• Subtract a′ from the remaining coefficients and repeat the whole procedure

to find the next pair bj and σj .

Note, that we shall the same convex combination as using (2.11) at the end,
just with the zero terms already removed. This algorithm is illustrated by
a pictogram-like Figure 2.2.
(2) To define a continuous function g : |Bd∆| → |∆|, take a point y =
b1σ1 + · · · + btσt in |Bd∆|. The point g(y) can be encoded by the convex
combination a1v1 + · · · + asvs, where {v1, . . . , vs} = σ1. To determine the
coefficient of vi, let k be the maximal index such that vi ∈ σk. Then we set
ai := b1/|σ1|+b2/|σ2|+· · ·+bk/|σk|. In words, one could say that each simplex
σi distributes its coefficient in a fair way to its vertices.

It follows immediately from our description of topology on geometric real-
izations of abstract simplicial complexes that the maps f and g are continuous.
We leave it as an exercise for the reader to verify that these two maps are
actually inverses of each other. ⊓⊔
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ai2 ai6ai5ai4 ai1 ai3

Fig. 2.2. The horizontal levels correspond to the consequent steps of the algorithm
computing the value of function f .

One way to think about the barycentric subdivision, which can come handy
in certain situations, is the following. First, we define the barycentric subdi-
vision in the standard n-simplex. By definition it is the simplicial complex
obtained by stratifying the standard n-simplex with the intersections with
the hyperplanes xi = xj , for 1 ≤ i < j ≤ n + 1. The new vertices will be
in barycenters (also called the centers of gravity) of the subsimplices of the
standard n-simplex, hence the name barycentric.

When the abstract simplicial complex ∆ is finite, then we can take its
standard geometric realization and take the barycentric subdivisions of the
individual n-simplices as just described. This gives the geometric realization
of the barycentric subdivision of ∆. When, on the other hand, the abstract
simplicial complex ∆ is infinite, we can take the barycentric subdivisions of
its simplices before the gluing and then observe that the gluing process is
compatible with the new cell structure, hence we will obtain the geometric
realization of the barycentric subdivision of ∆ as well.

2.2.3 Geometric simplicial complexes

Sometimes the embedding of the geometric realization in the ambient space is
prescribed from the beginning and is of an importance. For this reason, many
texts in Algebraic Topology introduce the following concept.

Definition 2.34. A geometric simplicial complex K in RN is a collection
of simplices in RN such that every subsimplex of a simplex of K is a simplex
of K and the intersection of any two simplices of K is a subsimplex of each
of them.

As for abstract simplicial complexes, the collection of all simplices of K of
dimension less than or equal to d is called the d-skeleton of K, and is denoted
byK(d) or Skd(K). For example,K0 is the set of vertices,K1 is the edge-graph
etc.
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Example 2.35. Define a simplicial complex K as follows: the set of vertices is

K0 = {0} ∪
{

1
n

∣∣n ∈ N
}
, and the set of edges is K1 =

{[
1

n+1 ,
1
n

] ∣∣∣ n ∈ N
}
.

Definition 2.36. For a geometric simplicial complex K, let |K| denote the
union of all simplices of K. The topology on |K| is defined as follows: every
simplex σ of K has the induced topology, and in general A ⊆ |K| is open if
and only if A ∩ σ is open in σ, for all simplices σ ∈ K (equivalently the word
“open” could be replaced with the word “closed”).

We note here that if K has finitely many simplices, then the intrinsic
topology of |K| is the same as the topology induced from the encompassing
space Rn. Otherwise, the two topologies may differ. To illustrate that effect,
consider the simplicial complex in Example 2.35. The induced topology on
the union of simplices is that of a unit interval, in particular the set {0} is
not open. On the other hand,

{0} ∩ σ =

{
{0}, if σ = {0};
∅, otherwise.

In particular, {0} is open in |K|. The topological space |K| is not connected,
whereas it would be connected if we simply took the induced topology.

In general, a geometric realization of an abstract simplicial complex is
a geometric simplicial complex, while the combinatorial incidence structure
of the geometric simplicial complex will give an abstract one.

The notions of a subcomplex and simplicial maps are defined for the geo-
metric simplicial complexes in full analogy with the abstract simplicial com-
plexes. These notions then coincide under the described correspondence be-
tween the two families of simplicial complexes. Note, that when two complexes
K and L have dimension less than 2, i.e., can be viewed as graphs, the graph
homomorphisms (see Definition 9.20) between K and L are simplicial maps,
but not vice versa.

To illustrate the use of the topology described in Definition 2.36, we prove
the following result.

Proposition 2.37. Let L be a subcomplex of a geometric simplicial complex
K, then |L| is a closed subspace of |K|.

Proof. For an arbitrary simplex σ ∈ K, the intersection σ ∩ |L| is a union of
those subsimplices of σ, which belong to L, in particular, it is closed. ⊓⊔

By our discussion above, Proposition 2.37 implies that whenever ∆1 and
∆2 are abstract simplicial complexes, and ∆1 is a subcomplex of ∆2, we know
that |∆1| is a closed subspace of |∆2|. In fact, if ∆1 is also finite, we see that
|∆1| is a compact subspace of |∆2|.
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2.2.4 Complexes whose cells belong to a specified set of polyhedra

In this subsection we shall describe a general procedure which allows one to
consider families of complexes whose cells are sampled from some specified
set of polyhedra. This way we will construct both familiar families, as well as
complexes which only recently proved to be of importance for combinatorial
computations.

Polyhedral complexes

Recall that a convex polytope P is a bounded subset of Rd, which is the
solution of a finite number of linear inequalities and equalities. Recall that
F ⊆ P is called a face of P , if there exists a linear functional f on Rd, such
that f(s) = 0, for all s ∈ S, and f(p) ≥ 0, for all p ∈ P .

Definition 2.38. A geometric polyhedral complex Γ in RN is a collec-
tion of convex polytopes in RN , such that

(i) every face of a polytope in Γ is itself a polytope in Γ ;
(ii) the intersection of any two polytopes in Γ is a face of each of them.

Most of the terminology, such as skeleton, subcomplex, join, etc, carries
over from the simplicial situation. One new property worth observing is that
a direct product of two geometric polyhedral complexes is again a geometric
polyhedral complex, whereas the same is not true for the geometric simplicial
complexes.

Let C be a geometric polyhedral complex. For every face F of C we insert

a new vertex bF in the barycenter of F , i.e., bF =
1

k

∑k
i=1 vi, where v1, . . . , vk

are the vertices of F . We can now subdivide each face of C into simplices
in the inductive manner: the edges are simply divided into two, and at each
step, the face F is subdivided by spanning a cone from bF to the subdivided
boundary of F . Clearly, this will give a homeomorphic geometric simplicial
complex.

Let us now adopt the gluing process from Subsection 2.2.1 to define a more
general family of complexes.

• We start with a discrete set of points. This is our 0-skeleton and we proceed
by induction on the dimension of the attached faces.

• At step d we attach the d-dimensional faces, all at once. Each face is
represented by some convex polytope P in the sample space Rd. To attach
it we need a continuous map f : ∂P → X, where X denotes the part of the
complex created in the first d− 1 steps. The attaching map should satisfy
additional condition: we request that it is a homeomorphism between ∂P
and f(∂P ), and that this homeomorphism preserves the cell structures,
where the cell structure on ∂P is simply the given polytopal structure, and
the cell structure on f(∂P ) is induced from the previous gluing process.
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When a cell of the complex was obtained by gluing on the polyhedron P
we shall sometimes simply say that this cell is the polyhedron P .

Definition 2.39. A topological space X is called a polyhedral complex if
it can be obtained by the above gluing procedure.

Fig. 2.3. Examples of polyhedral, cubical, and prodsimplicial complexes.

An example of a polyhedral complex is shown on the left of Figure 2.3.
Again, all the basic operations and terminology of the simplicial complex
extend to the polyhedral ones. This includes the barycentric subdivision, since
it can be done on the polyhedra before the gluing, and then one can observe
that the obtained complexes will glue to a simplicial complex in a compatible
way.

For future reference we introduce the following notion.

Definition 2.40. Let X be a polyhedral complex, and let S be the set of some
of its vertices. We let X[S] denote the polyhedral complex which consists of all
cells, whose set of vertices is a subset of S. This complex is called the induced
subcomplex.

The notion of the link does not generalize in a straightforward fashion.
We shall not need it in this generality, so rather than indulging in technical
details, we provide some intuition behind the various constructions, which
exist in literature. The notion of a link in triangulated spaces, which we will
actually need, will be defined rigorously in the next section.

To start with, notice that every polyhedral complex is embeddable into RN

for sufficiently large number N . Indeed, all we need to verify is that we can
attach each cell to an embeddable complex X, so that it stays embeddable,
possibly increasing the dimension. Assume that X ⊆ RN and add one more
dimension. Place a vertex on the new coordinate axis and span a cone over
the subspace of X along which the new cell is to be glued. Since the attaching
map of the new cell is a homeomorphism, we see that adding this cone is the
same up to homeomorphism as to actually attach the new cell to X. Hence
the resulting complex is embeddable as well.
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Once the complex is embedded into RN , a usual way to define the link of
a vertex v is to place a sphere of sufficiently small radius with the center in v.
The intersection of this sphere with the complex is the link. To see that this is
actually a polyhedral complex, it is enough to notice that up to face preserving
homeomorphism the intersection of a small sphere with the polytope can
be replaced by the intersection of an intersection with a hyperplane. This
hyperplane can be found as follows: take the hyperplane H whose intersection
with our polytope is equal to the considered vertex, and consider the parallel
translation of this hyperplane by a sufficiently small number in the direction
of the polytope.

Finally, one can also define the link of an arbitrary face σ of the polyhedral
complex. To do that, take any point x in the interior of σ. It has a small closed
neighbourhood which can be represented as a direct product Bd × Q, where
d = dimσ, Bd is a closed ball of dimension d, and Q is some polyhedral
complex, which can be thought of as the transversal complex of σ. The face
σ is replaced by the vertex x in Q, and we can take the link of x in Q. This
is the link of σ in our polyhedral complex.

Complexes glued from simplices

It is now possible to define whole classes of complexes by specifying the set
of allowed polyhedra. The first and most natural set of polyhedra which one
could choose is the set of all simplices.

Definition 2.41. A polyhedral complex whose cells are simplices is called
a generalized simplicial complex.3

A generalized simplicial complex may be not representable as a geometric
realization of an abstract simplicial complexes. Perhaps the simplest example
is the complex with two vertices, and two edges connecting these vertices.
However, all constructions involving abstract simplicial complexes, including
simplicial maps can also be done with the generalized simplicial complexes in
the sense of Definition 2.41. The generalizations are straightforward and left
to the reader.

Cubical complexes

In many contexts, such as Geometric Group Theory, another family of com-
plexes is of fundamental importance.

Definition 2.42. A polyhedral complex whose cells are cubes of various di-
mensions is called a cubical complex.

The join operation does not work well for the cubical complexes. Instead,
we see that a direct product of two cubical complexes is again a cubical com-
plex. An example of a cubical complex is shown in the middle of the Figure 2.3.

3 We choose not to call it a simplicial complex to avoid confusion with the termi-
nology in other literature.



28 2 Cell complexes

Prodsimplicial complexes

The next class of complexes provides the hybrid of the two.4

Definition 2.43. A polyhedral complex whose cells are direct products of sim-
plices is called a prodsimplicial complex.

This is a class of polyhedral complexes which contains the generalized
simplicial complexes and is closed under the direct products. An example of
a prodsimplicial complex is shown on the right of the Figure 2.3.

2.3 Trisps

Given an abstract simplicial complex ∆ with the set of vertices [n], we see
that the natural order on the set [n] induces an order on the set of vertices of
each simplex. More generally, an abstract simplicial complex equipped with
a partial order on the set of vertices, such that it induces total orders on
the sets of vertices of every simplex is called an ordered abstract simplicial
complex.

In this section we define a class of spaces, the so called triangulated spaces,
which in this book will simply be called trisps,5 whose open cells are simplices
with coherently ordered vertex sets, but which are more general than ordered
abstract simplicial complexes.

2.3.1 Construction using the gluing data

A trisp is described in a purely combinatorial way by its gluing data.

Definition 2.44. The gluing data for a trisp ∆ consists of following parts:

• a sequence of sets S0(∆), S1(∆), . . . , where the set Si(∆) indexes the i-
simplices of ∆, for all i ≥ 0, and the sets Si(∆) are not required to be
finite;

• for each m ≤ n, and for each order-preserving injection f : [m + 1] →֒
[n + 1], we are given a set map Bf : Sn(∆) → Sm(∆), satisfying two
additional properties:

(1) for any pair of composable order-preserving injections [k + 1]
g→֒ [m+

1]
f→֒ [n+ 1], we have Bf◦g = Bg ◦Bf ,

(2) for any identity map idn : [n+ 1] →֒ [n+ 1], we have Bidn
= idSn(∆).

4 This class of complexes has recently gained in importance in Combinatorial Al-
gebraic Topology, see [Ko05a].

5 Our terminology follows Gelfand & Manin, [GeM96], though the abbreviation
trisp appears to be used here for the first time. The same objects have appeared in
the literature under other names, most notably as semisimplicial sets in Eilenberg
& Zilber, [EZ50], and, more recently, as ∆-complexes in Hatcher, [Hat02].
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Let us say a few words to illuminate the second point in Definition 2.44.
When thinking through it, the reader should identify for her or himself the
order-preserving injections into the set [n + 1] with the subsets of [n + 1].
Therefore, each such order-preserving injection f : [m + 1] →֒ [n + 1] should
be thought of as indexing certain m-dimensional subsimplices of the n-
dimensional simplices. For example, whenm = 1 and n = 2, there are precisely
3 order-preserving injections [2] →֒ [3], corresponding to the fact that a trian-
gle has 3 edges. For each such map f we have a set map Bf : Sn(∆)→ Sm(∆),
and for each σ ∈ Sn(∆), the value Bf (σ) simply tells us onto whichm-simplex
should we glue the corresponding m-simplex from the boundary of σ.

The fact that the gluing data is discrete and is given by set maps only is
very important. The precise gluing procedure is as follows. Note that an order-
preserving injection f : [m + 1] →֒ [n + 1] induces a linear inclusion map
Mf : Rm+1 →֒ Rn+1, which takes the i-th vector of the normal orthogonal
basis in Rm+1 to the f(i)-th vector of the normal orthogonal basis in Rn+1.
In particular, it can be restricted to a homeomorphism from the standard m-
simplex to a certain m-subsimplex of the n-standard simplex. This is the map
which glues this subsimplex of a simplex σ ∈ Sn to the m-simplex Bf (σ) ∈
Sm(∆). The condition Bf◦g = Bg ◦ Bf ensures that the gluing procedure is
consistent.

Definition 2.45. A trisp ∆ is the complex which is obtained from the gluing
data from Definition 2.44 by the gluing procedure above.

It may be informative to observe that in order to specify a trisp, we just
need to list these order-preserving injections for the codimension 1 pairs, i.e.,
when m = n − 1. We also see, that when an n-simplex is attached, each of
its proper open subsimplices is attached by a homeomorphism to a simplex
which is already in the complex.

In the structure of trisps, the “vertices” of each simplex have a prescribed
order. In particular, all edges in ∆ are directed. When v and w are vertices
of ∆, and e = (v, w) is an edge directed from v to w, we shall often write
(v → w) instead of e.

Remark 2.46. Notice that we have not excluded the possibility that all of the
simplex sets Si(∆) are empty. The trisp where this happens is called the void
trisp.

Recall furthermore, that for the non-void abstract simplicial complexes we
have also had an empty simplex. It is practical to have it for the trisps as
well. Therefore we adopt the convention that we also have the set S−1(∆). If
this set is empty, then also all other sets Si(∆) are requested to be empty,
otherwise we request that |S−1(∆)| = 1. Since by convention [0] = ∅, there
is a unique order-preserving injection f : [0] →֒ [n] for each n, and the map
Bf : Sn(∆) → S−1(∆) is the unique map which maps everything to one
element.
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In a trisp there could be several simplices with the same set of vertices,
and furthermore, the boundary of every simplex may have self-identifications.
In the combinatorial applications, we shall usually have spaces without such
self-identifications, therefore it is useful to distinguish this special case by
a separate definition.

Definition 2.47. Let ∆ be a trisp with the gluing data ({Si(∆)}i, {Bf}f ).
Then ∆ is called a regular trisp if the vertices of every σ ∈ Sk(∆) are
distinct, i.e., the values Bfi(σ), for i = 1, . . . , k+1, are all distinct; here each
fi : [1] →֒ [k + 1] is the injection defined by fi(1) := i.

Clearly, if the vertices of σ ∈ Sk(∆) are distinct, then, in fact, all the
subsimplices of the attached simplex are glued over distinct subsimplices. In
particular, the simplex is glued over a homeomorphic copy of its boundary. In
this book, regular trisps will appear as nerves of acyclic categories.

Given a generalized simplicial complex, see Definition 2.41, choose an ar-
bitrary order on its set of vertices. This will induce an order on vertices of
every simplex, and one can see that the gluing maps will be order-preserving.
Hence we will get a regular trisp. Conversely, once the orderings of vertices in
every simplex are forgotten in a regular trisp, we get a generalized simplicial
complex.

However, it is of course not true, that an abstract simplicial complex with
already chosen orders of vertices in simplices can be realized as a trisp. The
simplest example is provided by the hollow triangle where the directions on
edges are chosen so that these go in a circle.

not a triangulated spacetriangulated spaces

Fig. 2.4. Examples.

2.3.2 Constructions involving trisps

Essentially all constructions on the abstract simplicial complexes generalize
to the trisps. It might be instructive to follow some of this in further detail.
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To start with, the deletion of a vertex, or, more generally of a higher-
dimensional simplex, is straightforward. When ∆ is a trisp, and σ ∈ Sm(∆)
is an m-simplex of ∆, the gluing data of the trisp dl∆(σ) is obtained from
the gluing data for ∆ by deleting the element σ from Sm(∆), and deleting all
elements of Sn(∆), for n > m, which map to σ under some map Bf . In other
words, we delete all simplices which contain σ as a part of their boundary.

Defining a link is only slightly more difficult. Let again ∆ be a trisp, given
by its gluing data as specified by Definition 2.44, and let σ ∈ Sm(∆) be an m-
simplex of ∆. We shall now describe the gluing data of a trisp lk∆(σ). To
start with the sets indexing simplices are given by

Sn−m−1(lk∆(σ)) := {(f, τ) | τ ∈ Sn(∆), f : [m+ 1] →֒ [n+ 1], σ = Bf (τ)},

where the injection f is assumed to be order-preserving. Let us define the
gluing maps. Assume that n > k > m, and we have an order-preserving
injection ϕ : [k−m] →֒ [n−m]. Take τ ∈ Sn(∆), such that Bf (τ) = σ, where
f is an order-preserving injection f : [m+1] →֒ [n+1]. The maps ϕ and f give
rise to order-preserving injections g : [m+1] →֒ [k+1] and h : [k+1] →֒ [n+1]
as follows. First of all, identify the target set of ϕ with the complement of the
image of f . Now, to find h simply take the union of images of f and of ϕ. We
also find the map g by taking the image of f inside that union. We can now
define

Bϕ(lk∆(σ))(f, τ) = (g,Bh(∆)(τ)).

We leave the verification of the compatibility condition to the reader. The
geometric meaning of the link is the same as for generalized simplicial and
polyhedral complexes.

For a trisp ∆ and a simplex σ, the star of σ, denoted star∆(σ), is a cone
with apex, which we denote by σ as well, over the link of σ in ∆. In particular,
it is always contractible.

It is also possible to define joins of trisps. Assume the triangulates spaces
∆1 and ∆2 are given by their gluing data and let us describe the gluing data
for the trisp ∆1 ∗∆2. The sets indexing simplices of ∆1 ∗∆2 are given by

Sn(∆1 ∗∆2) :=
⋃

i+j+1=n

{(σ1, σ2) |σ1 ∈ Si(∆1), σ2 ∈ Sj(∆2)}.

Let us describe the gluing maps. Assume we have an order-preserving injection
f : [m + 1] →֒ [n + 1], and let (σ1, σ2) ∈ Sn(∆1 ∗ ∆2), say σ1 ∈ Si(∆1) and
σ2 ∈ Sj(∆2). Note that n+ 1 = (i+ 1) + (j + 1), and set

α := |Imf ∩ [i+ 1]| − 1, and β := |Imf ∩ {i+ 2, . . . , n+ 1}| − 1.

We have α + β + 1 = m. The map f can then be represented by two order-
preserving injections f1 : [α + 1] →֒ [i + 1] and f2 : [β + 1] →֒ [j + 1].
Correspondingly, we have two gluing maps Bf1(∆1) : Si[∆1] →֒ Sα[∆1] and
Bf2(∆2) : Sj [∆2] →֒ Sβ [∆2]. Thus we can define
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Bf (∆1 ∗∆2) : (σ1, σ2) 7→ (Bf1(σ1), Bf2(σ2)).

We leave it to the reader to verify the gluing compatibility condition. Note
that as a topological space ∆1 ∗∆2 is homeomorphic to the topological join
of ∆1 and ∆2.

The maps between trisps are defined in the natural way as maps between
their sets of simplices which commute with the gluing maps.

Definition 2.48. Let ∆1 and ∆2 be two trisps. A trisp map F between ∆1

and ∆2 is the following collection of data: for every simplex σ ∈ Sn(∆1) we
have a triple (n(σ), p(σ), F (σ)), where

• n(σ) ≤ n is a nonnegative integer,
• p(σ) : [n+ 1] −→ [n(σ) + 1] is an order-preserving surjection,
• F (σ) ∈ Sn(σ)(∆2); this is the simplex in ∆2 of dimension n(σ) to which σ

is mapped by F following the map p(σ).

This data is required to satisfy the following axiom: for any order-preserving
injection f : [m + 1] →֒ [n + 1], there exists an order-preserving injection
g : [n(Bf (σ)) + 1] →֒ [n(σ) + 1], such that

g ◦ p(Bf (σ)) = p(σ) ◦ f, (2.12)

and
Bg(F (σ)) = F (Bf (σ)), (2.13)

where the gluing maps are taken in the corresponding trisps.

The composition of trisp maps is defined by composing the structure data
in the natural way. One can see that the composition is well-defined by con-
catenating the corresponding commuting diagrams. It is easy to see that the
identity map is a trisp map, and that the composition of trisp maps is asso-
ciative.

Assume that∆ is a trisp and that F is an automorphism of∆, i.e., the trisp
map F takes ∆ to itself, and it is a trisp isomorphism. Then Definition 2.48
specifies as follows:

• for every simplex σ ∈ Sn(∆), we have n(σ) = n, p(σ) = id[n+1], and hence
F (σ) ∈ Sn(∆);

• for any order-preserving injection f : [m+1] →֒ [n+1], the map g, whose
existence is stipulated by Definition 2.48 is equal to f ;

• condition (2.13) translates into the commutation relation

Bf (F (σ)) = F (Bf (σ)). (2.14)

Given a trisp ∆, we can define its barycentric subdivision Bd∆, which
is actually a regular trisp. The set of vertices of Bd∆ is equal to the union
S0(∆) ∪ S1(∆) ∪ . . . . The d-simplices of Bd∆ are indexed by (d + 1)-tuples
(σ, f1, . . . , fd), where σ ∈ Snd

, and fi’s are order-preserving injections fi :
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[ni−1] →֒ [ni], for some n0 < n1 < · · · < nd. The boundary simplices of such
a d-simplex are obtained by either replacing two injections fi and fi+1 with
their composition, or by deleting the map fd and at the same time replacing
the simplex σ with Bfd(σ).

Since the barycentric subdivision of the generalized simplicial complex is
a geometric realization of an abstract simplicial complex, we can be sure that
after taking the barycentric subdivision twice, the trisp will turn into the
geometric realization of an abstract simplicial complex. On the other hand,
with many trisps taking the barycentric subdivision once would not suffice for
that purpose.

2.4 CW complexes

In this section we define to most general class of cell complexes which we use,
the so-called CW complexes. Roughly speaking, a CW complex is made up
from balls of different dimensions, glued on to each other, possibly in a fairly
complicated manner.

2.4.1 Gluing along a map

First we need some terminology. Let an m-cell be a topological space home-
omorphic to an m-dimensional closed unit ball Bm = {v ∈ Rm | ‖v‖ ≤ 1}.
An open m-cell is a topological space homeomorphic to the interior of a ball
IntBm. The CW complexes are constructed from such cells by means of a gen-
eral gluing procedure. We have already seen several instances of that. Since
the gluings we need now are more general, we would like to be more pedan-
tic about precise definitions. To start with, the actual gluing step is what is
called “attaching by a continuous map”. More precisely, we have the following
definition.

Definition 2.49. Let X and Y be topological spaces, let A ⊆ X be a closed
subspace, and let f : A→ Y be a continuous map. Y ∪fX denotes the quotient
space X

∐
Y/ ∼, where the equivalence relation ∼ is generated by a ∼ f(a),

for all a ∈ A. We say that the space Y ∪f X is obtained from Y by attaching
X along f .

Note that the mapping cone and the mapping cylinder, which will be
defined in Section 6.3, are examples of the space attachment constructions.
Attaching a cell along its boundary is another such example, in this case
X = Bm, A = ∂Bm, and the attachment map is an arbitrary continuous map
f : ∂Bm → Y .

Observe that the space Y ∪f X is equipped with the quotient topology,
which means that S ⊆ Y ∪f X is open if and only if q−1(S) is open in X

∐
Y ,

where q : X
∐
Y → Y ∪f X is the quotient map.
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2.4.2 Constructive and intrinsic definitions

We shall now give the first definition of a CW complex, this one is along the
same “gluing” lines, which we have followed several times already.

Definition 2.50. (Constructive).
A CW complex X is obtained by the following inductive construction of the
skeleta.

(1) The 0-skeleton X(0) is a discrete set.
(2) Construct the n-skeleton X(n) by the simultaneous attachment of the n-

cells to X(n−1) along their boundaries. In particular, X(n) gets the quotient
topology as described above.

(3) Equip the space X =
⋃∞
n=0X

(n) with the weak topology: A ⊆ X is open if
and only if A ∩X(n) is open for any n.

Unwinding definitions we get: A ⊆ X is open if and only if f−1
α (A) is open

for any cell α, where fα : Bnα → X is the attachment map (also called the
characteristic map).

Note that for an arbitrary CW complex X the space X(n)/X(n−1) is home-
omorphic to a wedge of n-dimensional spheres, one for each n-cell of X.

Definition 2.51. Let X be a CW complex, A ⊆ X is called a subcomplex
if A is a union of open cells, such that if e ⊆ A, then ē ⊆ A.

An important property of CW complexes is expressed by the following
proposition.

Proposition 2.52. A compact subspace of a CW complex is contained in a fi-
nite subcomplex.

We leave the verification of this proposition to the reader.

Corollary 2.53. For open each cell e in a CW complex X, its closure ē is
contained in finitely many open cells.

This proves a part of the equivalence of the two definitions of CW complex.
Historically, the CW structure was defined intrinsically, as follows.

Definition 2.54. (J.H.C. Whitehead).
Let X be a Hausdorff topological space, and assume that it is represented as
a disjoint union of open cells eα. Then, the pair (X, the collection of the cells
{eα}α) is called a CW complex if the following two conditions are satisfied:

(1) for any α, there exists a continuous map fα : Bm → X (m is the dimen-
sion of eα), such that
• the restriction of fα to IntBm is a homeomorphism onto eα;
• fα(∂B

m) is a subset of a union of finitely many cells of dimension less
than m.

(2) the subset A ⊆ X is closed in X if and only if A∩ ēα is closed, for any α.
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2.4.3 Properties and examples

CW complexes enjoy several properties:

• CW complexes are normal (meaning that disjoint closed subspaces can be
encapsulated in disjoint open subspaces);

• a CW complex is connected if and only if it is path connected;
• all CW complexes are locally contractible.

A nicer class of complexes is obtained by imposing an extra condition.

Definition 2.55. A CW complex X is called regular if, for each cell α, the
restriction of the characteristic map, fα : ∂Bα → fα(∂Bα), is a homeomor-
phism.

For example, all the cell spaces, except for the trisps, which we have defined
until now are regular CW complexes. Regular trisps are also regular CW
complexes.

Example 2.56.

(1) There are many representations of the sphere Sn as a CW complex. Two
popular ones are as follows.
(a) There is one 0-cell and one n-cell. There is only one choice of the

attachment map, and the obtained complex is not regular.
(b) There are 2 cells in each dimension. The n-cells are attached to Sn−1

by the identity maps along their boundaries. This is a regular CW
complex, and the cell structure is invariant under the antipodal map.

(2) A torus can be economically represented by one 0-cell, one 2-cell, and two
1-cells.

(3) The real projective space RPn can be represented as a CW complex with
one cell in each dimension from 0 to n. This cell structure is the Z2-
quotient with respect to the antipodal map, of the cell structure on the
sphere Sn, which we described in (1)(b) above.

(4) The complex projective space CPn can be represented as a CW complex
with one cell in every even dimension from 0 to 2n. The interior of the
2n-cell corresponds to all the points (1 : z1 : · · · : zn), identifying it with
Cn. The characteristic map identifies the ray generated by the vector v
(the boundary of Cn can be thought of as the set consisting of all the rays
emanating from the origin) with the point (0 : v).
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Homology groups

The general idea of Homology Theory is to have computable algebraic invari-
ants of topological spaces. One basic set of invariants is given by the Betti
numbers. These can be further enriched: for example, one can consider ho-
mology groups or cohomology rings. In the opposite direction, one can also
simplify, and consider such invariants as the Euler characteristic, which could
be much easier to compute.

As usual, these invariants are used to distinguish between topological
spaces. In fact, it will turn out that most of the invariants which we will
define are preserved by a coarser equivalence relation than homeomorphism,
called homotopy equivalence. Thus the invariants may also help distinguishing
the homotopy types of spaces.

In the subsequent sections we shall define homology in stages, proceeding
from special to increasingly general settings. For example the boundary map
will be introduced four times in various contexts: as a set map (Betti numbers
over Z2 of abstract simplicial complexes), as a linear transformation (Betti
numbers of trisps), as abelian group homomorphism (homology with integer
coefficients) and finally using the winding numbers (cellular homology).

3.1 Betti numbers of finite abstract simplicial complexes

In the first section of this chapter we would like to introduce the reader to
the basic invariants as quickly as possible. We therefore restrict our attention
to finite abstract simplicial complexes for now.

Let ∆ be a finite abstract simplicial complex, and let Sn(∆) be the set of
n-simplices of ∆, for all n ≥ 0. Let Cn(∆) be the set of all subsets of Sn(∆),
in particular |Cn(∆)| = 2|Sn(∆)|. We define a function, called the boundary
operator ∂n : Sn(∆)→ Cn−1(∆) as follows

{v0, . . . , vn} 7→
n⋃

i=0

{{v0, . . . , v̂i, . . . , vn}},
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where {v0, . . . , v̂i, . . . , vn} means the subset of {v0, . . . , vn} obtained by remov-
ing the element vi, and the double bracket {} comes from the fact that we
are dealing with a set of sets. In words, the set {v0, , . . . , vn} is mapped to
the set of all the subsets which can be obtained from it by deleting one of its
elements.

The definition of the boundary operator can be extended to all subsets of
Sn(∆), which we still denote ∂n : Cn(∆)→ Cn−1(∆), by setting

∂n(Σ) :=
⊕

S∈Σ

∂n(S),

for all Σ ∈ Cn(∆), where ⊕ denotes the exclusive or. Spelled out in words:
the set Σ of n-simplices is mapped to the set of all (n − 1)-simplices, which
can be obtained from the odd number of simplices in Σ by deleting one of
their vertices.

Let Im(∂n) denote the image of the boundary map ∂n : Cn(∆)→ Cn−1(∆).
Furthermore, let us call the subset of Cn(∆) consisting of the families of
subsets of Sn(∆), which are mapped by ∂n to the empty set, the kernel of ∂n,
and let us denote it with Ker(∂n). It is convenient to adopt the convention
that C−1(∆) consists of the empty set alone, and that Ker(∂0) = C0(∆).

Before we proceed, we need the following combinatorial lemma.

Lemma 3.1. Let S be a finite set, and let Σ be a family of subsets of S, which
contains the empty set and which is closed under the operation ⊕. Then we
have |Σ| = 2d, for some 0 ≤ d ≤ |S|.

Remark 3.2. Lemma 3.1 is an easy consequence of Linear Algebra over the
finite field Z2. Indeed, the elements of the set S can be identified with the

coordinates of Z
|S|
2 , which is an |S|-dimensional vector field over Z2. Under

this identification, the subsets of S are vectors in that vector space, and the
condition that the family Σ is closed under the operation ⊕ translates to the

fact that Σ is a linear subspace of Z
|S|
2 . Say this subspace has dimension d,

then by Linear Algebra over Z2 we see that |Σ| = 2d.

Alternatively, one can also give a combinatorial proof which does not use
Linear Algebra.

Proof of Lemma 3.1. If Σ contains no other sets except for the empty one,
the statement trivially holds with d = 0. Let us proceed by induction on |Σ|.
We can assume without loss of generality that S = [n], and that there exists
A ∈ Σ such that n ∈ A. Let Σ1 be set of the sets in Σ which do not contain
n, and let Σ2 be set of the sets in Σ which do.

The operation of taking the symmetric difference with A gives a bijection
between Σ1 and Σ2. On the other hand, Σ is a disjoint union of Σ1 and Σ2,
hence |Σ| = |Σ1| + |Σ2| = 2|Σ1|. By the induction assumption, since Σ1 is
a family of the subsets of [n− 1] which is closed under ⊕, we have |Σ1| = 2d,
for some d. We conclude that |Σ| = 2d+1. ⊓⊔
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Examples of families of sets which satisfy conditions of Lemma 3.1 are
the kernel and the image of every boundary map ∂n, since ∂n(Σ1 ⊕ Σ2) =
∂n(Σ1) ⊕ ∂n(Σ2) for arbitrary Σ1, Σ2 ∈ Cn(∆). We are now ready to state
the main definition of this section.

Definition 3.3. Let ∆ be a finite abstract simplicial complex. Let n ≥ 0, and
assume that |Im(∂n+1)| = 2i, |Ker(∂n)| = 2k, for some i and k. We define the
n-th Betti number of ∆ with coefficients in Z2 to be βn(∆) := k − i.

An important property of this boundary operator is that when applied
twice it gets reduced to the trivial map.

Lemma 3.4. Let ∆ be a finite abstract simplicial complex, then for all n ≥ 0,
the composition map ∂n ◦ ∂n+1 maps every set to the empty one.

Proof. For any Σ ∈ Cn+1(∆), the simplices in ∂n(∂n+1(Σ)) are obtained by
taking some simplex in Σ and deleting from it two different vertices. This can
be done in two different ways, depending on in which order the two vertices
are removed. In the total symmetric difference these two simplices give the
combined contribution ∅, and hence the total value of ∂n(∂n+1(Σ)) is equal
to ∅ as well. ⊓⊔

One way to rephrase Lemma 3.4 is to say that Ker∂n contains Im∂n+1 for
all n ≥ 0. In particular, we see that the Betti numbers are always nonnegative.

3.2 Simplicial homology groups

3.2.1 Homology groups of trisps with coefficients in Z2

We shall now upgrade our discussion from Section 3.1 in two ways: first we
replace abstract simplicial complexes with arbitrary trisps, second we now
phrase our invariants algebraically as groups.

Let ∆ be a trisp. For n ≥ 0, we let Cn(∆) be vector spaces over Z2 with
basis indexed by the elements of Sn(∆). The boundary operator ∂n : Cn(∆)→
Cn−1(∆) is a linear transformation which can be defined as follows. For n ≥ 1,
and an n-simplex σ ∈ Sn(∆) we set

∂n(σ) :=

n+1∑

i=1

Bfi(σ), (3.1)

where, for i ranging from 1 to n+ 1, fi : [n] →֒ [n+ 1] is the order-preserving
injection whose image does not contain the element i. The definition is then
extended linearly over Z2 to the whole vector space Cn(∆).

We would like to point out that in the special case when ∆ is actually
an abstract simplicial complex, the formula (3.1) reads as
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∂n({v0, . . . , vn}) :=
n∑

i=0

{v0, . . . , v̂i, . . . , vn} , (3.2)

where {v0, . . . , vn} is an n-simplex of ∆.
An element of Cn(∆) is called an n-chain of ∆. We use the convention

that C−1(∆) = {0}, and hence ∂0 : C0(∆)→ C−1(∆) is a 0-map.

Lemma 3.5. Let ∆ be a trisp, and let the boundary operator ∂n be as defined
by (3.1), then we have

∂n−1 ◦ ∂n = 0, (3.3)

for all n ≥ 0.

We remark that frequently the identity (3.3) is simply stated as “∂2 = 0”.

Proof of Lemma 3.5. For n = 0 the statement is obvious. Let n ≥ 1, and
take σ ∈ Sn(∆). Since Bg ◦ Bf = Bf◦g, we see that to each simplex in the
sum ∂n−1(∂nσ) we can associate an order-preserving injection [n− 2] →֒ [n].
On the other hand, each such order-preserving injection can be represented as
a composition of order-preserving injections [n−2] →֒ [n−1] →֒ [n] in exactly
two ways. This means that there will be precisely two identical simplices
associated to each order-preserving injection [n− 2] →֒ [n]. This implies that
the total sum ∂n−1(∂nσ) is 0. ⊓⊔

Let Zn(∆;Z2) denote the kernel of ∂n, and Bn(∆;Z2) denote the image
of ∂n+1. The elements of the vector space Zn(∆;Z2) are called n-cycles with
Z2-coefficients and the elements of the vector space Bn(∆;Z2) are called n-
boundaries with Z2-coefficients. Again, reformulating Lemma 3.5 we obtain
the following corollary.

Corollary 3.6. For an arbitrary trisp ∆ and any integer n ≥ 0, we have
Bn(∆;Z2) ⊆ Zn(∆;Z2).

Now we have all the notions at hand to give an algebraic analog of Defi-
nition 3.3.

Definition 3.7. For n ≥ 0, the n-th simplicial homology group with
Z2-coefficients of ∆ is defined by

Hn(∆;Z2) := Zn(∆;Z2)/Bn(∆;Z2).

We shall skip the coefficients, when these are clear.

Remark 3.8. Clearly, Hn(∆;Z2) actually has a structure of a Z2-vector space,
since it is a quotient of a vector space by a vector subspace. It is however
customary to call it homology group.
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3.2.2 Orientations

To move beyond the case of Z2-coefficients, we need to introduce an additional
structure - the choice of orientations of all the simplices.

Assume ∆ is an abstract simplicial complex, and let σ = (v0, . . . , vn) be
an n-dimensional simplex of ∆. We have a permutation action of the symmet-
ric group Sn+1 on the set of the vertices of σ. Clearly, this action is transitive,
i.e., it has only one orbit. When restricted to the action of the subgroup An+1

of even permutations, we shall have two orbits, since An+1 is a subgroup of
index 2.

Definition 3.9. The above defined orbits of An+1-action are called orienta-
tions of σ.

We have total of two possible orientations, which geometrically correspond
to choosing orientation on the linear subspace spanned by the simplex. We
shall use the term oriented simplex to denote a simplex with a chosen orien-
tation, and we shall denote it by [v0, . . . , vn].

Example 3.10. We have [v0, v1, v2] = [v1, v2, v0] 6= [v0, v2, v1].

Note, that an ordering on the set of vertices V (A), gives an order within
each specific simplex of ∆ as well. In particular, this implies that such an or-
dering gives an induced orientation on all the simplices in our complex.

When ∆ is an arbitrary trisp, the simplices in the gluing data come with
a standard orientation. Sometimes, however, it can be of an advantage to
consider some nonstandard orientations. It is therefore useful to have the
following notion.

Definition 3.11. Let ∆ be an arbitrary trisp. An orientation of ∆ is a col-
lection of functions {ǫn}∞n=0, where ǫn : Sn(∆)→ Z2, for all n ≥ 0.

Intuitively we think that ǫn(σ) = 0 corresponds to the orientation induced
by the order of the simplices, whereas ǫn(σ) = 1 corresponds to changing that
orientation to the opposite one.

3.2.3 Homology groups of trisps with integer coefficients

We shall now combine the orientations of Subsection 3.2.2 with the algebraic
procedure of Subsection 3.2.1.

Let ∆ be an arbitrary trisp, with the standard orientation on its simplices.
For n ≥ 0, let Cn(∆) denote the free abelian group generated by the oriented
simplices of ∆ of dimension n, that is

Cn(∆) :=





∑

σ∈Sn(∆)

cσσ

∣∣∣∣∣∣
cσ ∈ Z



 .
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The algebraic convention which we use is that whenever the simplex changes
its orientation, the corresponding generator changes its sign. Put formally: we
generate the free abelian group by all orientations of simplices, and then take
the quotient by the relation stating that the sum of the opposite orientations
of the same underlying simplex is equal to 0.

In line with the previous terminology, a linear combination
∑
σ∈Sn(∆) cσσ

is called a n-chain with integer coefficients, and the group Cn(∆) is called
a n-chain group with integer coefficients.

Just like in previous cases, one can define the boundary operator. which
this time is an abelian group homomorphism

∂n : Cn(∆)→ Cn−1(∆)

as follows: on oriented simplices, which are the group generators here, it is
defined by

∂n(σ) :=

n+1∑

i=1

(−1)i+1Bfi(σ), (3.4)

and in case of the abstract simplicial complex by

[v0, . . . , vn] 7→
n∑

i=0

(−1)i [v0, . . . , v̂i, . . . , vn] , (3.5)

which are then extended linearly to the whole abelian group Cn(∆). We see
that the equations (3.4) and (3.5) differ from the equations (3.1) and (3.2)
only by sign.

More generally, when some other orientation ǫ on ∆ is chosen the equa-
tion (3.4) changes to

∂n(σ) :=
n+1∑

i=1

(−1)i+1ǫn(σ)ǫn−1(Bfi(σ))Bfi(σ), (3.6)

Example 3.12. We have ∂2([v0, v1, v2]) = [v1, v2]− [v0, v2] + [v0, v1].

Lemma 3.13. Let ∆ be an arbitrary trisp, and let ∆ be the boundary operator
defined by (3.4), then for n ≥ 0 we have

∂n−1 ◦ ∂n = 0. (3.7)

Proof. In the case when ∆ is an abstract simplicial complex, we see that the
oriented simplex [v0, . . . , v̂i, . . . , v̂j , . . . , vn] appears in ∂n−1(∂n[v0, . . . , vn]) two
times. This is the same as in our previous proofs. The additional ingredient
here is “chasing the signs”: the two copies come once with the coefficient
i+ (j − 1), when vi is deleted first, and once with the coefficient j + i, when
vi is deleted second. The total contribution is therefore 0, and hence we can
conclude that ∂n−1(∂n[v0, . . . , vn]) = 0.



3.2 Simplicial homology groups 43

The case when ∆ is a trisp is completely analogous. ⊓⊔
As before, Zn(∆;Z) := Ker(∂n) are the n-cycles with integer coefficients,

and Bn(∆;Z) := Im(∂n+1) are the n-boundaries with integer coefficients. For
all n ≥ 0, we have Bn(∆;Z) ⊆ Zn(∆;Z).

Definition 3.14. Let ∆ be an arbitrary trisp, and let n ≥ 0. The n-th sim-
plicial homology group with integer coefficients of ∆ is defined by

Hn(∆;Z) := Zn(∆;Z)/Bn(∆;Z). (3.8)

In particular, Hn(∆;Z) is an abelian group, and Hi(∆;Z) = 0, whenever
n > dim∆. To denote the totality of the homology groups one uses the no-
tation H∗(∆;Z), where ∗ stands for a variable to be assigned. We shall also
omit the coefficients when it does not lead to ambiguity.

Example 3.15.
(1) Let us calculate the homology groups of a hollow triangle, i.e., let ∆ be
the abstract simplicial complex whose set of vertices is {v0, v1, v2}, and whose
set of edges is {{v0, v1}, {v1, v2}, {v0, v2}}. Its chain groups are:

• C0(∆) = 〈[v0], [v1], [v2]〉 = Z3,
• C1(∆) = 〈[v0, v1], [v1, v2], [v0, v2]〉 = Z3.

The boundary operator is ∂1([vi, vj ]) = −[vi] + [vj ], for all i, j ∈ {0, 1, 2},
i 6= j. Therefore, for the homology groups we have

H0(∆) = Z0(∆)/B0(∆) = C0(∆)/〈[v0]− [v1], [v0]− [v2]〉 = 〈v0 +B0(∆)〉 = Z,

and

H1(∆) = Z1(∆)/B1(∆) = Z1(∆) = 〈[v0, v1] + [v1, v2]− [v0, v2]〉 = Z.

Clearly, Hi(∆) = 0 for i /∈ {0, 1}.
In general, we see by a similar calculation, that when ∆ is the boundary of

an n-simplex, i.e., V (∆) = {0, 1, . . . , n}, and all subsets of {0, 1, . . . , n}, except
for {0, 1, . . . , n} itself are simplices of ∆, we have Hi(∆) = 0 for i 6= n − 1,
and Hn−1(∆) = Z.

(2) For any trisp which is homeomorphic to a 2-dimensional torus T , we have
H0(T ) = Z, H1(T ) = Z2, H2(T ) = Z, and Hi(T ) = 0 for i 6= {0, 1, 2}. We
shall not do a complete computation here, since it is tedious and will be done
more succinctly later in the book.

In general it is easy to see by a computation similar to the above that
H0(∆) = Zc, where c is the number of the connected components of ∆.

Remark 3.16. Let us point out two problems with this definition:
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(1) It is unclear why the homology groups are independent of the particu-
lar triangulation. This can be resolved for example by passing on to the
singular homology, which is defined later on in this chapter. We shall sim-
ply assume the fact, and refer interested reader to any of the standard
textbooks in Algebraic Topology.

(2) Simplicial computations, even for such small spaces as the torus can be
rather tedious. A quicker way to compute is provided by the cellular ho-
mology, which we introduce in Section 3.6.

3.3 Invariants connected to homology groups

Classically, one has studied the invariants of the topological spaces which were
actually numbers, not groups. In this section we shall extract these numbers
from H∗(∆).

3.3.1 Betti numbers and torsion coefficients

To start with, we need a classical result from Group Theory.

Theorem 3.17. (Basis theorem for abelian groups).
Every finitely generated abelian group can be written as a direct product of
cyclic groups of prime power order with an infinite cyclic group. In this pre-
sentation, the summands are uniquely determined up to isomorphism and or-
der.

Let ∆ be a trisp such that Hn(∆;Z) is finitely generated. This holds for
example if ∆ has only finitely many simplices in each dimension. By Theo-
rem 3.17, the group Hn(∆;Z) can be represented as a direct sum F⊕T , where
F is a free group and T is a finite group.

The rank of F (i.e., the number of generators of F ) is called the nth Betti
number of ∆ and is denoted by βn(∆). The elements of T are called the torsion
elements of Hn(∆;Z). When T is trivial, one says that the nth homology is
torsion-free, or simply that there is no torsion.

The torsion part can be represented as a direct product of cyclic groups
of prime power order. The exponents of this groups are called the torsion
coefficients. The nth Betti number and the torsion coefficients are uniquely
determined by the group Hn(∆;Z).

Finally, let us remark that the Betti numbers can be defined also when the
groups Hn(∆;Z) are not finitely generated. One simply takes the rank of this
group as the definition. In this generality it is possible that a Betti number is
equal to infinity.
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3.3.2 Euler characteristic and Euler-Poincare formula

The following is perhaps the most basic numerical invariant of a topological
space considered in Algebraic Topology.

Definition 3.18. Let ∆ be a trisp with finitely many simplices. The Euler
characteristic of ∆ is defined by

χ(∆) :=
∑

σ∈∆

(−1)dimσ =
∑

n≥0

(−1)n|Sn(∆)|. (3.9)

The crucial property of the Euler characteristic is that passing on to the
Betti numbers simplifies the right hand side of (3.9) tremendously, due to
major cancellations which take place in the process.

Theorem 3.19. (Euler-Poincaré formula).
Let ∆ be a trisp with finitely many simplices, then we have

χ(∆) =
∑

n≥0

(−1)nβn(∆). (3.10)

Before we proceed with the proof let us recall that a sequence

. . .→ An+1 → An → An−1 → . . .

of abelian groups is called exact if, for every n, the kernel of the map from An
to An−1 is equal to the image of the map from An+1 to An.

Proof of Theorem 3.19. We have exact sequences

0 −→ Zn(∆) →֒ Cn(∆) −→ Bn−1(∆) −→ 0,

and
0 −→ Bn(∆) →֒ Zn(∆) −→ Hn(∆) −→ 0.

By general Abstract Algebra we have rkCn(∆) = rkBn−1(∆)+rkZn(∆), and
rkZn(∆) = rkBn(∆) + rkHn(∆). Combining these we get

rkCn(∆) = rkBn−1(∆) + rkHn(∆) + rkBn(∆).

Summing over all n yields

χ(∆) =
∑

n≥0

(−1)nrkCn(∆) =
∑

n≥0

(−1)nrkHi(∆) =
∑

n≥0

(−1)nβn(∆),

which finishes the proof. ⊓⊔
We remark that the formula (3.10) allows to extend the definition of the

Euler characteristics to any trisp whose homology groups vanish above a cer-
tain dimension: simply take (3.10) as the definition of χ(∆).
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3.4 Variations

3.4.1 Augmentation and reduced homology groups

A useful variation of the definitions above is that of reduced homology groups.
To define these, let us take another look at dimension −1. Until now, we have
always set C−1(∆) := 0. However, as the reader recalls from our discussion
in Chapter 2, we do have an extra simplex in dimension −1, unless of course
our complex is void.

Let us define the reduced chain groups {C̃n(∆)}∞n=−1 by setting C̃n(∆) :=
Cn(∆), for n ≥ 0, and

C̃−1(∆) :=

{
Z, if ∆ is not void;

0, otherwise.

Assume ∆ is not void, and let ε denote a chosen generator of C̃−1(∆). For

n ≥ 1, set ∂̃n := ∂n. Set ∂̃0(v) := ε, for all vertices v, and extend ∂̃0 linearly

to the whole group C0(∆). The process of adding the group C̃−1(∆) together

with the boundary operator ∂̃0 is called augmentation.

Definition 3.20. Let ∆ be an arbitrary trisp. Set Z̃n(∆) := Ker(∂̃n), and

B̃n(∆) := Im(∂̃n+1). The reduced homology groups of ∆ are defined by

H̃∗(∆) := Z̃n(∆)/B̃n(∆).

The difference between the reduced homology groups and the nonreduced
ones is not large. In fact,

H̃i(∆) = Hi(∆), for i ≥ 1,

H0(∆) =

{
H̃0(∆)× Z, if ∆ is not void;

H̃0(∆) = 0, otherwise,

H̃−1(∆) =

{
0, if ∆ is not the empty complex;

Z, otherwise.

In the same vein, we get reduced Betti numbers β̃i(∆). If the complex is not
empty and not void, then its reduced Betti numbers are equal to the nonre-
duced ones in all dimensions except for 0, where we have β0(∆) = β̃0(∆) + 1.

For the empty complex we see that β̃−1 = 1, and all other reduced Betti
numbers are equal to 0. Whereas for the void complex all of its reduced Betti
numbers are equal to 0.

Finally, the reduced Euler characteristic is defined by setting

χ̃(∆) :=

{
χ(∆)− 1, if ∆ is not void,

0, otherwise.
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3.4.2 Homology groups with other coefficients

The complete algebraic apparatus described in the Subsection 3.2.3 can be
done with an arbitrary commutative ring R with unit taking the role played
by Z. In this scenario, Cn(∆;R) are freeR-modules generated by the simplices
of ∆. The boundary operator is still defined by (3.4) and (3.5) and then
extended by R-linearity. The R-modules Zn(∆;R) and Bn(∆;R) are also
defined in the same way, for all n ≥ 0.

Definition 3.21. Let ∆ be an arbitrary trisp, for all n ≥ 0, the quotient
Hn(∆;R) := Zn(∆;R)/Bn(∆;R) is called the nth homology group of ∆
with coefficients in R.

Again there is some abuse of terminology here, since Hn(∆;R) actually
has the inherited structure of an R-module.

As a special case, one can take any field, such as Z2, or Q, to be the field
of coefficients. In this situation, the homology groups are vector spaces over
the respective field, and the complete homology information is encoded by the
Betti numbers over this field, which are defined to be the dimensions of these
spaces. It is a comforting thought to know that any field of characteristic 0
will give the same Betti numbers as the ones we got from the homology groups
with integer coefficients.

In general, passing between the homology groups with different coefficients
requires some work. Just to give an example, let ∆ be the real projective plane
RP2, then we have

i H∗(∆,Z) H∗(∆,Z2)
0 Z Z2

1 Z2 Z2

2 0 Z2

The description of the exact mechanism of going between various homology
groups requires some Homological Algebra, which lies beyond the intended
scope of this book.

3.4.3 Simplicial cohomology groups

Simplicial cohomology is a notion dual to the simplicial homology.

Let ∆ be an arbitrary trisp. For n ≥ 0 we let the nth cochain group Cn(∆;Z)
be the free abelian group of all homomorphisms from Cn(∆;Z) to Z. The
elements of Cn(∆,Z) are called n-cochains. One can think of an n-cochain as
a way to assign some integer values to all n-dimensional oriented simplices.
Algebraically, we set

Cn(∆;Z) := Hom (Cn(∆),Z) =





∑

σ∈Sn(∆)

cσσ
∗

∣∣∣∣∣∣
cσ ∈ Z



 ,



48 3 Homology groups

where σ∗ is the support function, it takes value 1 on σ and 0 on the other
simplices.

By general Linear Algebra, for all n ≥ 0, we can evaluate n-cochains on
n-chains:

Cn(∆;Z)× Cn(∆;Z) −→ Z,

defined by
(c, e) 7→ 〈c, e〉 = c(e),

which is the same as a bilinear extension of the rule

〈σ∗, τ〉 =
{
1, if σ = τ ;
0, otherwise.

Instead of the boundary operator decreasing the dimension, we have the
coboundary operator ∂n : Cn(∆;Z) −→ Cn+1(∆;Z) which increases it. The
operator ∂n is defined by the rule

(∂nf)(σ) := f(∂n+1σ), (3.11)

for all f ∈ Cn(∆;Z), and σ ∈ Cn+1(∆;Z).
We would now like to make the equation (3.11) more explicit. Assume that

∆ is an abstract simplicial complex, and replace f by σ∗ in (3.11). Then, for
an oriented simplex τ ∈ Cn+1(∆;Z), τ = [v0, . . . , vn+1], we have

(∂nσ∗)(τ) = σ∗(∂n+1τ) = σ∗

(
n+1∑

i=0

(−1)i[v0, . . . , v̂i, . . . , vn+1]

)
=





(−1)i, if there exists i such that σ = [v0, . . . , v̂i, . . . , vn+1];

(−1)i+1, if there exists i such that σ = −[v0, . . . , v̂i, . . . , vn+1];

0, otherwise.

(3.12)

Summarizing we see that (3.12) yields

∂nσ∗ =
∑

w

τ∗w, (3.13)

where σ = [v0, . . . , vn], τw = [w, v0, . . . , vn], and the sum is taken over all w,
such that τw is a simplex of ∆. It is not difficult to produce a similar explicit
description for arbitrary trisps, we leave the details to the reader.

Note that by (3.11) we have ∂n ◦ ∂n−1 = 0, for all n ≥ 0, therefore we
can define the cohomology groups as quotients in the same way as we did for
homology.

Definition 3.22. For an arbitrary trisp ∆, and any n ≥ 0, the nth co-
homology group of ∆ with integer coefficients is defined by setting
Hn(∆;Z) := Zn(∆;Z)/Bn(∆;Z) = Ker(∂n)/Im(∂n−1).
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Similar to homology, the elements of Zn(∆) are called n-cocycles, and the
elements of Bn(∆) are called n-coboundaries.

Example 3.23.
Let us calculate the cohomology groups of a hollow triangle as above, i.e., let
∆ be the abstract simplicial complex whose set of vertices is {v0, v1, v2}, and
whose set of edges is {{v0, v1}, {v1, v2}, {v0, v2}}.

The cochain groups are C0(∆) = 〈[v0]∗, [v1]∗, [v2]∗〉 = Z3 and C1(∆) =
〈[v0, v1]∗, [v1, v2]∗, [v0, v2]∗〉 = Z3. The values of the coboundary operator are

∂0([v0]
∗) = [v1, v0]

∗ + [v2, v0]
∗ = −[v0, v1]∗ − [v0, v2]

∗,
∂0([v1]

∗) = [v0, v1]
∗ + [v2, v1]

∗ = [v0, v1]
∗ − [v1, v2]

∗,
∂0([v2]

∗) = [v0, v2]
∗ + [v1, v2]

∗.

We conclude that

H0(∆) = Z0(∆)/B0(∆) = Z0(∆) = 〈[v0]∗ + [v1]
∗ + [v2]

∗〉 = Z,

and
H1(∆) = Z1(∆)/B1(∆) = 〈[v0, v1]∗ +B1(∆)〉 = Z.

Clearly, Hi(∆) = 0 for i /∈ {0, 1}.

In general, the homology and cohomology groups can be different. For
example, let again ∆ be the real projective plane RP2, then we have

i H∗(∆,Z) H∗(∆,Z)
0 Z Z
1 Z2 0
2 0 Z2

Remark 3.24. The notions of reduced cohomology and of cohomology with
coefficients in a field, or, more generally, in a commutative ring with unit, are
defined in complete analogy with the homology setting. We leave the details
to the reader.

3.4.4 Singular homology

While the simplicial homology is very elementary to define and is to a certain
extent useful for computations, it is not very suitable for theoretical purposes.
For example, already proving that it does depend on the triangulation is quite
a hassle. An alternative way to introduce homology is provided by considering
the singular homology groups. An additional advantage of this approach is that
we are not bound to trisps any more, so we can let X to be any topological
space.

To start with, for any n ≥ 0, we define a singular n-simplex to be any
continuous map from the standard n-simplex to our space, σ : ∆n → X, and
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let Sn(X) denote the set of all singular n-simplices of X. Here comes the first
difference to the simplicial homology: the set of singular n-simplices is not
only not finite, in fact it is huge - unless our space X is rather degenerate, it
is not countable.

Furthermore, let R be an arbitrary commutative ring with unit, and set

Singn(X;R) :=
{∑

σ

cσσ |σ ∈ Sn(X), cσ ∈ R
}
.

At first it does not seem such a good idea to take this extremely large set
of singular n-simplices, and then, on top of that, to span a free R-module,
taking the elements of this set as a basis. It turns out however, that most of
this module will cancel out, once we pass to homology.

Similar to what we have done before we can define the singular boundary
operator ∂n : Singn(X;R) → Singn−1(X;R), only this time the boundary is
taken on the standard simplex first, before mapping it to X:

∂n(σ) :=
n∑

i=0

(−1)nσ ◦ di,

where di : ∆n−1 →֒ ∆n is the ith boundary (n − 1)-simplex inclusion to
the standard n-simplex. Just like before we set ZSing

n (X;R) := Ker(∂n), and
BSing
n (X;R) := Im(∂n+1) and arrive at the following definition.

Definition 3.25. Let X be an arbitrary topological space, for any n ≥ 0, the
quotient HSing

n (X;R) := ZSing
n (X;R)/BSing

n (X;R) is called the nth singular
homology group with coefficients in R.

Some properties of singular homology are immediate, among these we find
the following:

• the singular homology groups do not change if the topological space is
replaced with a homeomorphic one;

• for any two topological spaces X and Y , for any continuous map f : X →
Y , and for any n ≥ 0, we have the induced R-module homomorphism
fn : Hn(X;R)→ Hn(Y ;R).

To verify the second property note that the composition of f with continuous
maps corresponding to singular simplices yields group homomorphisms f̃i :
Ci(X;R)→ Ci(Y ;R), for all i ≥ 0. It is easy to see that these homomorphisms
commute with the boundary operators, and therefore induce the R-module
homomorphisms mentioned above.

We state here without a proof the central fact pertaining to singular ho-
mology, which will allow us to use it instead of simplicial one, whenever it
appears opportune.

Theorem 3.26. For an arbitrary trisp ∆ its simplicial and singular homology
groups are isomorphic.



3.5 Chain complexes 51

In particular, Example 3.15(1) together with Theorem 3.26 shows that,
independently of the triangulation, the homology groups of an n-dimensional
sphere are given by Hi(Sn;Z) = 0 for i 6= n, and Hn(Sn;Z) = Z.

3.5 Chain complexes

In this section we introduce a notion from Homological Algebra which is be-
hind all our definitions of homology and cohomology.

3.5.1 Definition and homology of chain complexes

Definition 3.27. Let R be a commutative ring with a unit. A chain complex
C is a sequence

· · · ∂n+2−→ Cn+1
∂n+1−→ Cn

∂n−→ Cn−1
∂n−1−→ . . . ,

where Cn’s are R-modules, and ∂n’s are R-module homomorphisms, which
are called differentials, satisfying the identity ∂n ◦ ∂n+1 = 0, for all n.

We extend the by now familiar notations Zn(C;R) := Ker(∂n) and
Bn(C;R) := Im(∂n+1) to the case of the chain complexes. The property
∂n◦∂n+1 = 0 implies that Zn(C;R) ⊇ Bn(C;R), for all n, making the following
definition possible.

Definition 3.28. For a chain complex C, the homology groups are defined
by Hn(C;R) := Zn(C;R)/Bn(C;R).

It is convenient to also introduce a cochain complex, which is a chain
complex with differentials turned around:

C = · · · ∂
n−2

−→ Cn−1 ∂
n−1

−→ Cn
∂n

−→ Cn+1 ∂
n+1

−→ . . . ,

where again Cn’s are R-modules, ∂n’s are R-module homomorphisms, and we
request that ∂n+1 ◦ ∂n = 0, for all n ≥ 0. Associated with a cochain complex,
one has the cohomology groups

Hn(C;R) := Ker(∂n)/Im(∂n−1).

In fact, both Hn(C;R), for a chain complex C, and Hn(C;R), for a cochain
complex C, are R-modules.
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3.5.2 Maps between chain complexes and induced maps on
homology

Now we define the structure-preserving maps between chain complexes.

Definition 3.29. Let C1 = (C1
∗ , ∂

1
∗) and C2 = (C2

∗ , ∂
2
∗) be two chain com-

plexes. A collection of R-module homomorphisms f = {fn}n, fn : C1
n → C2

n,
is called a chain map, written f : C1 → C2, if the following diagram com-
mutes

C1
n

∂1
n−−−−→ C1

n−1

fn

y
yfn−1

C2
n

∂2
n−−−−→ C2

n−1

(3.14)

Turning all the arrows around gives the definition of cochain maps. Note
furthermore that the identity maps give a chain map, that chain maps can be
composed coordinatewise, and that this composition rule is associative.

Probably, one of the most used properties of chain maps is that they induce
maps on the homology groups. Indeed, let C1 = (C1

∗ , ∂
1
∗) and C2 = (C2

∗ , ∂
2
∗)

be two chain complexes, and let f : C1 → C2 be a chain map. Since the
diagram (3.14) commutes, we have:

(1) if σ ∈ Bn(C1), then σ = ∂1n+1(τ), for some τ ∈ C1
n+1, hence

fn(σ) = fn(∂
1
n+1(τ)) = ∂2n+1(fn+1(τ)) ∈ Bn(C2),

so we may conclude that

fn(Bn(C1)) ⊆ Bn(C2); (3.15)

(2) on the other hand, if σ ∈ Zn(C1), then ∂1n(σ) = 0, hence

∂2n(fn(σ)) = fn−1(∂
1
n(σ)) = fn−1(0) = 0,

so this time we may conclude that

fn(Zn(C1)) ⊆ Zn(C2). (3.16)

Proposition 3.30. Let C1 and C2 be arbitrary chain complexes, then any
chain map f : C1 → C2 induces homomorphisms on the homology groups
f∗ : Hn(C1;R)→ Hn(C2;R), for all n.

Proof. For an arbitrary σ ∈ Zn(C1) we set f∗(σ+Bn(C1)) := f∗(σ)+Bn(C2).
The inclusions (3.15) and (3.16) imply that this map is a well-defined R-
module homomorphism. ⊓⊔

The homomorphisms induced on the homology groups enjoy two important
properties:
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(1) when C1 = C2, and f = id, we have that id∗ is the identity map of the
homology groups;

(2) when we have two chain maps f : C1 → C2, and g : C2 → C3, we can see
that g∗ ◦ f∗ = (g ◦ f)∗.

One phrases these properties by saying that the homology construction is
functorial. The formal framework for this terminology will be introduced in
Section 4.3.

Again, turning all the arrow around, one can verify that the cochain maps
induce homomorphisms on the cohomology groups.

3.5.3 Chain homotopy

An important part of the theory of chain complexes is the observation that
the chain maps can be deformed algebraically.

Definition 3.31. Let C1 = (C1
∗ , ∂

1
∗) and C2 = (C2

∗ , ∂
2
∗) be two chain com-

plexes, and let f = {fn}n, and g = {gn}n, be two chain maps f, g : C1 → C2.
A sequence of homomorphisms {Φn}n, where Φn : C1

n → C2
n+1,

. . .
∂1
n+2−−−−→ C1

n+1

∂1
n+1−−−−→ C1

n

∂1
n−−−−→ C1

n−1

∂1
n−1−−−−→ . . .

yΦn+1

yΦn

yΦn−1

. . .
∂2
n+3−−−−→ C2

n+2

∂2
n+2−−−−→ C2

n+1

∂2
n+1−−−−→ C2

n

∂2
n−−−−→ . . .

is called a chain homotopy between f and g if for all n we have

Φn−1 ◦ ∂1n + ∂2n+1 ◦ Φn = fn − gn. (3.17)

Clearly, the existence of a chain homotopy between two maps is an equiv-
alence relation: just replace Φ with its negative to show the symmetry, and
add two chain homotopy maps to show the transitivity.

Without a doubt, the most important use of chain homotopies is to be
able to show indirectly that two chain maps induce the same homology ho-
momorphisms.

Proposition 3.32. Let C1 = (C1
∗ , ∂

1
∗) and C2 = (C2

∗ , ∂
2
∗) be two chain com-

plexes, and let f, g : C1 → C2 be two chain maps, such that there exists a chain
homotopy Φ between f and g. Then the induced maps f∗, g∗ : H∗(C1) →
H∗(C2) are equal.

Proof. To show that the induced maps f∗ and g∗ are equal it is enough to
verify that for any n ≥ 0, and for any σ ∈ C1

n, such that σ ∈ Ker(∂1n), the
homology classes [f(σ)] and [g(σ)] are equal. Applying (3.17) to this situation
we see that

[f(σ)]− [g(σ)] = [f(σ)− g(σ)] = [∂2n+1(Φn(σ))] = 0,

which finishes the proof. ⊓⊔
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3.5.4 Simplicial homology and cohomology in the context of chain
complexes

Let us now return to the simplicial context. For any trisp ∆, the alge-
braic structure introduced in Subsection 3.2.3, and more generally in Sub-
section 3.4.2, can be summarized as a sequence of R-modules and R-module
homomorphisms

0←− C0(∆;R) ∂1←− C1(∆;R) ∂2←− C2(∆;R) ∂3←− . . . ,

which is then called a simplicial chain complex of ∆ with coefficients in R,
and is denoted by C∗(∆;R). The homology groups of this chain complex as
defined in Subsections 3.4.2 and 3.2.3 coincide with the simplicial homology
groups of ∆.

In the dual case, the algebraic structure introduced in Subsection 3.4.3 is
best phrased as a cochain complex C∗(∆;R):

0 −→ C0(∆;R) ∂0

−→ C1(∆;R) ∂1

−→ C2(∆;R) ∂2

−→ . . . .

This one is called a simplicial cochain complex of ∆ with coefficients in R,
and is denoted by C∗(∆;R). The cohomology groups of this cochain complex
as defined in Subsection 3.4.3 coincide with the simplicial cohomology groups
of ∆.

Finally, we mention that we also have the augmented simplicial chain com-
plex of ∆ with coefficients in R:

0←− Z
ǫ←− C0(∆;R) ∂1←− C1(∆;R) ∂2←− C2(∆;R) ∂3←− . . . ,

which is denoted by C̃∗(∆;R), and whose homology groups coincide with
the reduced simplicial homology groups of ∆, which were defined in Subsec-
tion 3.4.1.

3.5.5 Homomorphisms on homology induced by trisp maps

We are now ready to tie the previously defined notions together and show
that trisp maps induce maps on homology. Handling the general trisps is not
difficult, but can be unnecessarily technical. It is much easier dealt with once
one has the machinery of simplicial sets. Therefore we refer the reader to any
general text on the simplicial sets, such as [May92], for the proof of this fact
in full generality. Here we only give an argument for simplicial maps between
abstract simplicial complexes.

Proposition 3.33. Let ∆1 and ∆2 be arbitrary abstract simplicial complexes,
and let f : ∆1 → ∆2 be a simplicial map. Then, for all n ≥ 0, the map f in-
duces homomorphisms on the homology groups f∗ : H∗(∆1;R)→ H∗(∆2;R).
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Before the proof, let us introduce the following convention: [v0, . . . , vn] = 0
if v0 = v1. It follows from our orientation discussion that this implies
[v0, . . . , vn] = 0 if there exist i 6= j, such that vi = vj . This works well
with the boundary operator:

∂n([v, v, v2, . . . , vn]) = [v, v2, . . . , vn]− [v, v2, . . . , vn]+
n∑

i=2

(−1)i [v, v, v2, . . . , v̂i, . . . , vn] = 0.

This convention will simplify our arguments considerably, since by using it we
can avoid dealing with different cases, and can perform a unified computation.

Proof of Proposition 3.33. By Proposition 3.30 we need to show that a sim-
plicial map f : ∆1 → ∆2 will induce a chain map between the corresponding
simplicial chain complexes f : C∗(∆1;R)→ C∗(∆2;R).

On the oriented simplices since chain map is simply defined by

fn : [v0, . . . , vn] 7→ [f(v0), . . . , f(vn)].

where we used the above convention that [w0, . . . , wn] = 0 if not all the
vertices are distinct. By the linear extension, this induces a map of chain
groups fn : Cn(∆1)→ Cn(∆2).

By definition of chain maps, to see that the collection of maps {fn}n defines
a chain map, we need to see that the following diagram commutes:

Cn(∆1)
∂n−−−−→ Cn−1(∆1)

fn

y
yfn

Cn(∆2)
∂n−−−−→ Cn−1(∆2).

By the linearity, it is enough to verify this fact for oriented simplices, which
is straightforward, as the following diagram shows:

[v0, . . . , vn]
∂n−−−−→ ∑n

i=0(−1)i[v0, . . . , v̂i . . . , vn]
f∗

y
yf∗

[f(v0), . . . , f(vn)]
∂n−−−−→ ∑n

i=0(−1)i[f(v0), . . . , f̂(vi) . . . , f(vn)].

We conclude that a simplicial map between abstract simplicial complexes
induces a chain map between associated simplicial chain complexes, and hence
also the homomorphisms between the corresponding homology groups. ⊓⊔

We would like to make 3 remarks to expand on Proposition 3.33.

Remark 3.34. Just like for the chain complexes, the construction is functorial
in this case as well, that is the identity map induces an identity map, and
a composition of two maps induces the composition of the induced maps.
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Remark 3.35. For two trisps ∆1 and ∆2, a trisp map f : ∆1 → ∆2 in-
duces a chain map between associated augmented simplicial chain complexes,
and therefore homomorphisms on reduced homology f∗ : H̃∗(∆1;R) →
H̃∗(∆2;R).

Remark 3.36. For two trisps∆1 and∆2, a trisp map f : ∆1 → ∆2 also induces
a cochain map between associated simplicial cochain complexes. However, this
map goes in the opposite direction f : C∗(∆2;R) → C∗(∆1;R), therefore
it induces a map between corresponding cohomology groups, going in the
opposite direction as well f∗ : H∗(∆2;R)→ H∗(∆1;R).

3.6 Cellular homology

3.6.1 An application of homology with integer coefficients:
winding number.

Let γ be a closed curve in R2, i.e., γ : S1 → R2, and assume that the origin does
not belong to the image of γ. Using homology groups with integer coefficients,
it is possible to formalize the intuitive notion of “the number of times the curve
γ winds around the origin.”

Let X be the unit circle centered at the origin. Define γ̃ : S1 → X, by
mapping each t ∈ S1 to γ(t)/ ‖γ(t)‖. This map is well-defined, since vector
γ(t) is always different from 0. By the functoriality, we have the induced map
γ̃∗ : H1(S1;Z)→ H1(X;Z).

On the other hand, we know that H1(S
1;Z) = H1(X;Z) = Z. Clearly, the

group homomorphisms ϕ : Z → Z are uniquely determined, hence classified,
by the value ϕ(1). We fix the unit element in H1(S1) by fixing an orientation
of the curve.

Definition 3.37.
(1) The winding number1 of a closed curve γ is the value γ̃∗(1), where the
map γ̃ is defined as above.
(2) More generally, for an arbitrary continuous f : Sn → Sn, we have an
induced map f∗ : Hn(S

n;Z) → Hn(S
n;Z). Again, Hn(S

n;Z) = Z, and the
value f∗(1) is called the degree of f , and is denoted by deg(f).

The winding number of a closed curve, and more generally, the degree
of a continuous map between spheres of the same dimension, are invariants,
which are useful in many situations. We shall need these to define the so-called
incidence numbers, which in turn allow one to give an explicit description of
cellular homology.

1 sometimes this invariant is called the signed winding number.
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3.6.2 The definition of cellular homology

The main reason why CW-complexes are so handy for concrete computations
of homology groups, is because it turns out that one can substitute the simpli-
cial chain complex with another, usually much smaller chain complex, which
we now proceed to define.

Given a CW complex ∆, for all n ≥ 0, the R-module CCell
n (∆;R), called

nth cellular chain group, is generated by all n-cells, rather than by all n-
simplices:

CCell
n (∆) :=





∑

σ∈Sn(∆)

cσσ

∣∣∣∣∣∣
cσ ∈ R



 , (3.18)

where Sn(∆) denotes the set of all n-cells of ∆. The boundary operator is
then defined as follows: for an n-cell σ we have

∂Cell
n σ =

∑

τ

[τ : σ]τ, (3.19)

where the sum is taken over all (n− 1)-cells of ∆, and the numbers [τ : σ] are
the incidence numbers. These are defined by

[τ : σ] = deg(pτ ◦ f∂σ),

here f∂σ : ∂Bn → ∆(n−1) is the attachment map of the cell σ, and pτ is the
composition pτ : ∆(n−1) → ∆(n−1)/∆(n−2) → Sn−1, where the first map is
the quotient map shrinking the (n − 2)-skeleton to a point, and the second
map is the projection onto the sphere corresponding to τ .

Together, the equations (3.18) and (3.19) define the cellular chain complex
of a given CW complex:

· · · ∂
Cell
n+2−→ CCell

n+1

∂Cell
n+1−→ CCell

n

∂Cell
n−→ CCell

n−1

∂Cell
n−1−→ . . . . (3.20)

Although in general it may be hard to compute the incidence numbers, in
particular situations it is often geometrically clear what they are.

Definition 3.38. For an arbitrary CW complex ∆ the homology groups of the
cellular chain complex defined above are called cellular homology groups
of ∆, and are denoted by HCell

∗ (∆;R).

An alert reader will notice that we have not proved that the algebraic
structure in (3.20) is in fact a chain complex. For that, one would need to verify
that the cellular boundary operator satisfies the equation ∂Cell

n ◦ ∂Cell
n+1 = 0 for

all n. To do it directly from definition (3.19) would require a fairly technical
analysis of the incidence numbers.

Fortunately, there is another interpretation of the cellular chain groups as
certain relative homology groups. The above property of the cellular boundary
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operator would then follow from the exactness of certain parts of the associ-
ated long exact sequence. We shall therefore assume that the cellular homology
is well-defined without proof for now, and will return to it in Chapter 5, where
the necessary additional tools will be introduced and studied.

Dually, we can associate a cochain complex C∗
Cell(∆;R) to a cell complex

∆ in the standard way: CnCell(∆;R) is taken to be a free R-module with the
generators indexed by the n-dimensional cells (the module of R-valued func-
tionals on cells of ∆), and the differential maps are given by the corresponding
coboundary maps. Sometimes this particular cochain complex is called a cel-
lular cochain complex.

3.6.3 Cellular maps and properties of cellular homology

As mentioned above, for CW complexes it does not matter which definition
of the homology groups one uses. We give here the precise statement without
a proof.

Proposition 3.39. For any CW complex ∆, and any commutative ring R
with a unit, the homology groups HCell

∗ (∆;R) and HSing
∗ (∆;R) are naturally

isomorphic.

Because of this, we shall usually omit designations Sing and Cell and just
write H∗(∆). As an immediate corollary of this fact we see that if a topological
space X has a CW structure which does not have any q − 1 or q + 1 cells,
then the group Hq(X) is free, and βq(X) is equal to the number of q-cells.
This, for example, immediately yields the homology groups of spheres Sn, for
n 6= 1, as well as the homology groups of CPn.

It is important to note that the cellular homology also enjoys functoriality
as long as the maps are taken to be cellular.

Definition 3.40. Let ∆1 and ∆2 be arbitrary CW complexes. A continuous

map f : ∆1 → ∆2 is called cellular if f(∆
(n)
1 ) ⊆ ∆(n)

2 , for all n.

In particular, the identity map is cellular and the composition of two cel-
lular maps is again cellular. We also see that a cellular map f induces a con-

tinuous map ∆
(n)
1 /∆

(n−1)
1 → ∆

(n)
2 /∆

(n−1)
2 for all n ≥ 0.

Theorem 3.41. Let ∆1 and ∆2 be CW complexes. A cellular map f : ∆1 →
∆2 induces group homomorphisms f∗ : Hn(∆1)→ Hn(∆2), for every n ≥ 0.

Again we see that the identity map induces identity maps, and that the
composition of two cellular maps induces the composition of induced maps.
Theorem 3.41 is best when using the alternative definition of cellular homology
using the relative homology groups. It will follow in that context from the
naturality of the associated long exact sequence of a pair. We postpone the
precise argument until Subsection 5.2.2.

Remark 3.42. More generally, any continuous map f : ∆1 → ∆2 induces group
homomorphisms fn : Hn(∆1)→ Hn(∆2), for every n.
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Concepts of Category Theory

The Category Theory can be viewed as a metalanguage, whose main utility is
to create a common framework for seemingly diverse notions. We have already
used several of its concepts in disguise and will now proceed with the formal
introduction.

4.1 The notion of a category

The basic stock-in-trade of the theory is that of a category.

4.1.1 Definition of a category, isomorphisms

Definition 4.1. A category C is a pair of classes1 (O,M), satisfying certain
properties. The class O is called the class of objects, and the classM is called
the class of morphisms.
The classM is actually a disjoint union of setsM(a, b), for every pair a, b ∈
O, with a given composition rule

M(a, b)×M(b, c)→M(a, c), (m1,m2)→ m2 ◦m1.

This composition rule is requested to satisfy the following axioms:

• composition is associative, when defined;

1 This word is needed here in order to avoid getting into straights of the Set The-
ory. Intuitively, this means that we assume the existence of a universe U , which
consists of all sets, and call the subsets of U classes. The main problem is that
if we try to consider all sets with a certain property, the so-called comprehension
principle, then we might get something which is not a set, but a class. The famous
example of this is considering all sets which do not have themselves as a mem-
ber. This issue is not central for the kind of mathematics which we consider in
this book, so we refer the interested reader to [McL98, Sections I.6, I.7], and to
[AHS06], for further details.



60 4 Concepts of Category Theory

• for each a ∈ O there exists a (necessarily unique) identity morphism 1a ∈
M(a, a), such that 1a ◦ f = f , g ◦ 1a = g, whenever the compositions are
defined.

A category C is called small if the class of objects O(C) is a set.

We use the following notations: for a morphisms a
m−→ b, we write

a =domm, or a = ∂•m, and b =codm, or b = ∂•m. We call ∂•m the do-
main of m, and we call ∂•m the codomain of m.

Given a category C, its opposite category, denoted Cop, is the one we get
by “inverting all arrows”, i.e., O(Cop) = O(C), and for every pair of objects
x, y ∈ O(C), we haveMCop(x, y) =MC(y, x), with the same composition rule
as in C.

Given categories C and D, we say that D is a subcategory of C, if O(D) is
a subclass of O(C), for every x, y ∈ O(D) we haveMD(x, y) ⊆MC(x, y), and
the identity morphisms and the composition rule in D are inherited from C.
If, in addition, we have MD(x, y) = MC(x, y), for all x, y ∈ O(D), then we
say that D is a full subcategory of C.

The following terminology corresponds to the intuitive notion of equality
between objects.

• A morphism m is called an inverse of m̃ if both compositions m ◦ m̃ and
m̃ ◦m exist, which are then both equal to identity morphisms.

• A morphism is called an isomorphism if it has an inverse.
• Two objects are called isomorphic if there is an isomorphism between

them.

Clearly, being isomorphic is an equivalence relation. First, the inverse of
the isomorphism has an inverse (the isomorphism itself), hence is an isomor-
phism too. Second, a composition of two isomorphisms is also an isomorphism,
since by associativity its inverse is simply the composition of the inverses of
the two isomorphisms, taken in the reverse order.

An automorphism is a morphism m, which has an inverse, and whose
domain coincides with its codomain. Automorphisms of a fixed object in the
category form a group with respect to the composition.

4.1.2 Examples of categories

The best way to get acquainted with categories is to look at the numerous
examples, which can be found in almost every branch of mathematics.

Example 4.2. The category of sets, Sets.

• The class of objects consists of all sets.
• For two sets A and B, the setM(A,B) consists of all set maps A→ B.

We note that A and B are isomorphic in Sets if and only if they have the
same cardinality.
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Example 4.3. The category of topological spaces, Top.

• The class of objects consists of all topological spaces.
• For two topological spaces A and B, the setM(A,B) consists of all con-

tinuous maps A→ B.

We note that A and B are isomorphic in Top if and only if A and B are
homeomorphic as topological spaces.

Example 4.4. The category of groups, Grp.

• The class of objects consists of all groups.
• For two groups G and H, the setM(G,H) consists of all group homomor-

phisms G→ H.

We note that G and H are isomorphic in Grp if and only if the groups G and
H are isomorphic as groups.

Example 4.5. The category of abelian groups, Ab.

• The class of objects consists of all abelian groups.
• For two abelian groups G and H, the set M(G,H) consists of all group

homomorphisms G→ H.

We note that H and G are isomorphic in Ab if and only if the abelian groups
G and H are isomorphic as groups.

Example 4.6. The category of modules over a ring, R-Mod.

Let R be a ring.

• The class of objects of R-Mod consists of all R-modules.
• For two R-modules A and B, the set M(A,B) consists of all R-module

homomorphisms A→ B.

We note that A and B are isomorphic in R-Mod if and only if they are
isomorphic as R-modules.

Example 4.7. The category of vector spaces over the field k, Vectk.

Let k be a field.

• The class of objects consists of all vector spaces over the field k.
• For two vector spaces over the field k, V andW , the setM(V,W ) consists

of all linear transformations V →W .

We note that V and W are isomorphic in Vectk if and only if V and W are
isomorphic as vector spaces.

Example 4.8. Free category generated by a directed graph G, FCG.
Let G be a directed graph.
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• The set of objects consists of all vertices of G.
• For two vertices x and y, the setM(x, y) consists of all directed paths from

x to y (including the empty path in the case x = y). The composition is
defined by the path concatenation.

We note that x and y are isomorphic in FCG if and only if x = y.

Example 4.9. The category defined by a partially ordered set P .
To an arbitrary partially ordered set P , see Definition 2.18, we can associate
a category as follows.

• The set of objects consists of all elements of P .
• For two elements x and y, the setM(x, y) is empty unless x ≥ y, otherwise

it consists of a unique element (x→ y). The compositionM(x, y)◦M(y, z)
is defined only if x ≥ y and y ≥ z, in which case we have

(x→ y) ◦ (y → z) = (x→ z).

We note that x and y are isomorphic in P if and only if x = y.

Example 4.10. The category defined by a group G.

Let G be a group.

• The set of objects consists of one element e.
• The set of morphisms M(e, e) is indexed by the elements of G, with the

composition defined by the group multiplication.

We shall denote this category by CG.

Example 4.11. The category of graphs, Graphs.

• The class of objects consists of all graphs.
• For two graphs T and G, the setM(T,G) consists of all graph homomor-

phisms T → G, see Definition 9.20 and Proposition 9.22.

We note that T and G are isomorphic in Graphs if and only if T and G are
isomorphic as graphs.

Example 4.12. The category of abstract simplicial complexes, ASC.

• The class of objects consists of all abstract simplicial complexes.
• For two abstract simplicial complexes ∆1, ∆2 ∈ O(ASC), the set of mor-

phismsM(∆1, ∆2) consists of all simplicial maps ∆1 → ∆2.

We note that ∆1 and ∆2 are isomorphic in ASC if and only if they are
isomorphic as abstract simplicial complexes.

Example 4.13. The category of trisps, TriSp.

• The class of objects consists of all trisps.
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• For two trisps ∆1, ∆2 ∈ O(TriSp), the set of morphismsM(∆1, ∆2) con-
sists of all trisp maps ∆1 → ∆2.

We have not defined the notion of isomorphisms between trisps. It is natural
to take it as a definition that two trisps are isomorphic if and only if they
correspond to isomorphic objects in TriSp.

Example 4.14. The category of regular trisps, RTS.

• The class of objects consists of all regular trisps.
• For two regular trisps∆1, ∆2 ∈ O(RTS), the set of morphismsM(∆1, ∆2)

consists of all trisp maps ∆1 → ∆2.

Example 4.15. The category of chain complexes of R-modules, R-CCom.

Let R be a ring.

• The class of objects consists of all chain complexes of R-modules.
• For two chain complexes C1, C2 ∈ O(R-CCom), the set of morphisms
M(C1, C2) consists of all chain complex homomorphisms C1 → C2.

Again, the notion of isomorphisms between chain complexes was not defined.
We take it as a definition that two chain complexes are isomorphic if and only
if they correspond to isomorphic objects in R-CCom.

4.2 Some structure theory of categories

Let us look at some concepts which can be defined in terms of the notion of
a category alone.

4.2.1 Initial and terminal objects

Often our category has special objects, distinguished by the structure of mor-
phisms which have this object as their domain or as their codomain.

Definition 4.16.

• An initial object of a category C is an object init ∈ O(C), such that for
any object a ∈ O(C), there exists a unique morphism init→ a.

• A terminal object of a category C is an object term ∈ O(C), such that
for any object a ∈ O(C), there exists a unique morphism a→ term.

Following are examples of the initial objects:

• in C = Sets, init is the empty set;
• in C = Grp, init is the group with one element G = {e};
• in C = Graphs, init is the empty graph;
• in C = ASC, init is the void abstract simplicial complex;
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• when C is the category defined by a partially ordered set, init is the max-
imal element, when it exists; it is denoted by 1̂.

Following are examples of the terminal objects:

• in C = Sets, any set with one element is a terminal object;
• in C = Grp, term is the same as init;
• in C = Graphs, term is the loop graph, i.e., the graph with one vertex

and one edge; we call this graph ∁K1;
• in C = ASC, any abstract simplicial complex {∅, {v}}, where v is some

vertex, is a terminal object;
• when C is the category defined by a partially ordered set, term is the

minimal element, when it exists; it is denoted by 0̂.

Initial and terminal objects do not have to exist. In any case, the category
can be extended by adding an element with unique morphism to or from every
other object. Even if the initial and terminal objects already exist, they are
not necessarily unique. The good news, as the next proposition shows, is that
they are unique up to isomorphism.

Proposition 4.17. In an arbitrary category C, any two initial objects are
isomorphic, and any two terminal objects are isomorphic.

Proof. We give an argument for two initial objects, to obtain the proof for
terminal objects, simply reverse all the arrows. Let init1 and init2 be initial
objects of C. Since init1 is an initial object, there exists a unique morphism
α : init1 → init2. Since init2 is an initial object, there exists a unique morphism
β : init2 → init1. Since there exists only one morphism from init1 to itself, we
conclude that the composition morphism β◦αmust be an identity. In the same
way α ◦ β must be an identity. This proves that α and β are isomorphisms,
and hence init1 and init2 are isomorphic. ⊓⊔

4.2.2 Products and coproducts.

We start with the notion of a coproduct. Although it is dual to product on the
theoretical level, it is easier to construct than the product in most concrete
cases in Algebra, Topology, and Combinatorics.

Definition 4.18. Let C be a category, and let a and b be two objects of C.
The coproduct of a and b is an object c = a

∐
b together with morphisms

α : a→ c, β : b→ c (called the structure morphisms), satisfying the following
universal property: for every object d, and morphisms α̃ : a → d, β̃ : b → d,
there exists a unique morphism γ : c→ d such that the diagram on Figure 4.1
commutes.

Intuitively, one should think of the coproduct of a and b as the way to
combine a and b without any additional constraints. In many situations this
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a c b

d

α β

α̃
γ

β̃

Fig. 4.1. The coproduct universal diagram.

amounts to taking a disjoint union or something induced by a disjoint union.
It is also natural to think about the structure morphisms α and β as corre-
sponding inclusion maps.

Example 4.19. Examples of coproducts:

• in C = Sets, the coproduct of two sets is their disjoint union, the structure
morphisms are the inclusion maps;

• in C = Grp, the coproduct of two groups G and H is their free product,
i.e., the product obtained by forming all strings of the elements from G
and H, without any relations additional to those, which are induced by
already existing relations in G and in H; the structure morphisms are the
inclusion maps;

• in C = Graphs, the coproduct of two graphs is their disjoint union, the
structure morphisms are the inclusion maps;

• in C = ASC, the coproduct of two abstract simplicial complexes is also
their disjoint union, and the structure morphisms are again the inclusion
maps.

Reversing all arrows we obtain the dual notion of a product.

Definition 4.20. Let C be a category, and let a and b be two objects of C. The
product of a and b is an object c = a

∏
b together with morphisms α : c→ a,

β : c → b, satisfying the following universal property: for every object d, and
morphisms α̃ : d → a, β̃ : d → b, there exists a unique morphism γ : d → c
such that the following diagram commutes:

a c b

d

α β

α̃
γ

β̃

Fig. 4.2. The product universal diagram.
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This time around the intuition for the product of a and b should be that
of a direct product. The structure morphisms should be thought of as corre-
sponding projection maps.

Example 4.21. Examples of products:

• in C = Sets, product of two sets is their direct product, the structure
morphisms are the projection maps;

• in C = Grp, product of two groups G and H is their direct product, i.e.,
the set G×H, with the product defined by the rule

(g1, h1) · (g2, h2) = (g1 · g2, h1 · h2);

the structure morphisms are the projection group homomorphisms.

The special case of products and coproducts in a partially ordered set
regarded as a category leads to an important notion.

Definition 4.22. A poset P is called a lattice if, when regarded as a category,
it has products and coproducts.

Let now C = Graphs.

Definition 4.23. For arbitrary graphs T and G, the direct product T ×
G is defined as follows: V (T × G) = V (T ) × V (G), and E(T × G) =
{((x, y), (x′, y′)) | (x, x′) ∈ E(T ), (y, y′) ∈ E(G)}.

For example, K2 × K2 is a disjoint union of two copies of K2, whereas
G× ∁K1 is isomorphic to G for an arbitrary graph G.

Proposition 4.24. For arbitrary graphs T and G, their direct product (to-
gether with the projection graph homomorphisms) and their categorical product
in Graphs coincide.

Proof. Assume that H is a graph, and that α : H → T , β : H → G are
graph homomorphisms. Define a set map ϕ : V (H) → V (T ) × V (G) by
ϕ(h) = (α(h), β(h)), for all h ∈ V (H).

First, ϕ is a graph homomorphism, since if (h1, h2) ∈ E(H), then
(α(h1), α(h2)) ∈ E(T ), and (β(h1), β(h2)) ∈ E(G), since α and β are graph
homomorphisms. This implies ((α(h1), β(h1)), (α(h2), β(h2))) ∈ E(T ×G) by
the definition of the direct products of graphs.

Second, the graph homomorphism ϕ is a unique one, satisfying the com-
muting relations, as already the corresponding set map is unique. ⊓⊔

Finally, let us consider the case C = ASC. On one hand, we see already
on example of two intervals that a topological direct product of the geometric
realizations of two abstract simplicial complexes does not have an a priori
given simplicial structure. On the other hand, it may well be that there is
a categorical product which is different from the topological one.
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Definition 4.25. Let ∆1 and ∆2 be arbitrary abstract simplicial complexes.
We define ∆1

∏
∆2 to be the following abstract simplicial complex:

• for the set of vertices we set V (∆1

∏
∆2) := V (∆1) × V (∆2), and let

p1 : V (∆1

∏
∆2)→ V (∆1), and p2 : V (∆1

∏
∆2)→ V (∆2), be the corre-

sponding projections;
• the simplices of ∆1

∏
∆2 are defined by the rule: σ ∈ ∆1

∏
∆2 if and only

if p1(σ) ∈ ∆1 and p2(σ) ∈ ∆2.

It is clearly seen that set maps p1 and p2 from Definition 4.25 actually induce
simplicial maps p1 : ∆1

∏
∆2 → ∆1, and p2 : ∆1

∏
∆2 → ∆2.

Proposition 4.26. For arbitrary abstract simplicial complexes ∆1 and ∆2,
the abstract simplicial complex ∆1

∏
∆2, together with projection maps p1

and p2, is the categorical product of ∆1 and ∆2 in ASC.

Proof. As we have already mentioned, p1 and p2 are simplicial maps. All we
need to do is to verify universality. Assume therefore that we have an abstract
simplicial complex ∆ and two simplicial maps q1 : ∆→ ∆1 and q2 : ∆→ ∆2.

We define q : V (∆) → V (∆1

∏
∆2) by setting q(v) := (q1(v), q2(v)).

Clearly, this is the only possible choice if we want the thus formed triangles to
commute, i.e., if we request q1 = p1 ◦ q and q2 = p2 ◦ q. Hence the uniqueness
of the set map follows.

Finally, for σ ∈ ∆, set τ := q(σ). Using the same commuting relations we
see that p1(τ) = q1(σ) and p2(τ) = q2(σ), in particular both are simplices. By
Definition 4.25 we get that τ ∈ ∆1

∏
∆2, and hence the map q is simplicial. ⊓⊔

For example, the categorical product of two simplices ∆A and ∆B is the
simplex ∆A×B .

Proposition 4.27. Let C be an arbitrary category, and let a, b be objects of C.
Any two coproducts of a and b are isomorphic. Also any two products of a and
b are isomorphic.

Proof. Again, we will just prove the statement for the coproducts. Assume
that both c1 and c2 are coproducts of a and b. Since c1 is a coproduct, there
exists a unique morphism γ1 : c1 → c2, such that α2 = γ1◦α1, and β2 = γ1◦β1.
Since c2 is a coproduct, there exists a unique morphism γ2 : c2 → c1, such
that α1 = γ2 ◦ α2, and β1 = γ2 ◦ β2.

We have γ1 ◦ γ2 ◦ α2 = γ1 ◦ α1 = α2, and analogously, γ1 ◦ γ2 ◦ β2 =
γ1 ◦ β1 = β2. In other words, the morphism γ1 ◦ γ2 : c2 → c2 commutes with
α2 and with β2. By the universal property of the coproduct c2 we have that
such a morphism is unique, on the other hand, the identity morphism satisfies
these commuting relations as well. Hence γ1 ◦γ2 is an identity morphism, and
in the same way we can prove that γ2 ◦ γ1 is an identity morphism as well.
This implies that c1 is isomorphic to c2. ⊓⊔

Initial and terminal objects, as well as products and coproducts are spe-
cial cases of more general constructions of limits and colimits. The latter are
defined and investigated in Section 4.4.
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α1 β1

α2 β2

γ1 γ2a

c1

c2

b

Fig. 4.3. Isomorphism of two coproducts.

4.3 Functors

In this section we introduce the structure-preserving maps between categories.

4.3.1 The category Cat

Definition 4.28. Given two categories C1 and C2, a functor F : C1 → C2

is a pair of maps FO : O(C1) → O(C2), and FM : M(C1) → M(C2), such
that

(1) FM(M(x, y)) ⊆M(FO(x), FO(y)), for all x, y ∈ O(C1);
(2) FM(ida) = idFO(a), for all a ∈ O(C1);
(3) FM(m1 ◦m2) = FM(m1) ◦ FM(m2), for all m1,m2 ∈M(C1).

When no confusion arises we shall just write F instead of FO and FM.
Clearly, the identity maps define the identity functor. Also, two functors can be
composed, their composition is again a functor, and the rule of the composition
is associative.

Example 4.29.

(1) Forgetful functors.
This is a generic name for functors which forget part of a structure. We
have forgetful functors Top → Sets, Grp → Sets, Graphs → Sets,
ASC → Sets, which map topological spaces, groups, graphs to the un-
derlying sets. We also have a forgetful functor Vectk → Ab, which maps
vector spaces to the underlying abelian group which has vector addition
as the group operation.

(2) Universal functors.
These are functors which add some structure in a universal way. For ex-
ample, we have a functor Sets → Grp, which maps each set S to the
free group generated by elements of S. Another example is a functor
Sets → Vectk, which maps each set S to the vector space with a ba-
sis indexed by elements of S. Perhaps a more interesting universal functor
goes from Grp to the category of C-algebras. It takes each group to its
group algebra C[G].

(3) There is a multitude of functors induced by various algebraic structures.
For example, any group homomorphism ϕ : G → H induces a functor
Cϕ : CG→ CH.
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Definition 4.28 allows us now to define a new category.

Definition 4.30. The category of small categories, Cat is defined as follows:

• the class of objects of Cat consists of all small categories;
• for two small categories C1 and C2, the setM(C1, C2) consists of all functors
C1 → C2.

We can see all the notions related to a category, which we have defined so
far, in the context of Cat.

(1) Two categories C1, C2 ∈ O(Cat) are called isomorphic if they are isomor-
phic as objects in Cat.

(2) The category Cat has an initial object: it is the empty category, whose
sets of objects and of morphisms are both empty.

(3) The category Cat also has terminal objects: these are categories with one
object, whose only automorphism is the identity.

(4) The coproduct of two categories C1, C2 ∈ O(Cat) is their disjoint union,
namely it is defined by

O(C1
∐
C2) = O(C1)

∐
O(C2),

and for a, b ∈ O(C1
∐ C2) we have

MC1

∐
C2
(a, b) =





MC1
(a, b), if a, b ∈ O(C1);

MC2
(a, b), if a, b ∈ O(C2);

∅, otherwise.

It is easy to see that the corresponding inclusion maps C1 →֒ C1
∐ C2 and

C2 →֒ C1
∐ C2 are functors.

(5) The product of two categories C1, C2 ∈ O(Cat) is defined by

O(C1 × C2) = O(C1)×O(C2),

and for (a1, a2), (b1, b2) ∈ O(C1 × C2) we have

MC1×C2
((a1, b1), (a2, b2)) =MC1

(a1, b1)×MC2
(a2, b2).

Again, it is easy to see that the corresponding projection maps C1 × C2 → C1
and C1 × C2 → C2 are functors.

The functors which we described so far are sometimes called covariant
functors. This is done in order to distinguish them from the contravariant
functors. A contravariant functor is defined analogously to the covariant one
with the only difference that it “turns the arrows around”, i.e., F(M(x, y)) ⊆
M(F(y),F(x)). Note that a contravariant functor F : C1 → C2 is the same as
any of the covariant functors F : C1 → Cop2 and F : Cop1 → C2.
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Example 4.31.

(1) The dualizing functor F : Vectk → Vectk, mapping a vector space V to
its dual V ∗ is a contravariant functor. Indeed, we remember from Linear
Algebra that a linear transformation f : V → W induces a linear trans-
formation f : W ∗ → V ∗, by mapping w∗ ∈ W ∗ to f∗(w∗) ∈ V ∗ defined
by

f∗(w∗)(v) := w∗(f(v)), for all v ∈ V.
(2) Let G be a group, then taking an inverse is a contravariant functor from
CG to itself.

4.3.2 Homology and cohomology viewed as functors

One of the reasons why homology groups play such a central role in many
contexts is that the whole construction can be viewed as a certain functor.

As we have seen in Chapter 3, a simplicial map f : ∆1 → ∆2 will in-
duce R-module homomorphisms on the homology groups f∗ : Hd(∆1;R) →
Hd(∆2;R), for any commutative ring R, and any d ≥ 0. This map satis-
fies all the properties of the Definition 4.28, and hence we have a functor
ASC → R-Mod. This functor is covariant. If we consider homology groups
with integer coefficients, or with coefficients in a field k, then we will get
covariant functors ASC→ Ab and ASC→ Vectk.

If we consider cohomology groups instead, we will get a classical example
of a contravariant functor.

Proposition 4.32. For any commutative ring R, and any d ≥ 0, we have
a contravariant functor Hd : ASC → Ab, mapping an abstract simplicial
complex ∆ to Hd(∆;R).

Proof. We just need to see that a simplicial map f : ∆1 → ∆2 induces an R-
module homomorphism f∗ : Hd(∆2;R)→ Hd(∆1;R), which shall satisfy the
properties of the contravariant functor. This can be done by dualizing the
proof of the Proposition 3.33. ⊓⊔

4.3.3 Group actions as functors

Let G be a group, and X an object of the category C. The group action of G on
X is by definition a functor from CG to C, which maps o to X, where we used
o to denote the unique object of G. This is just a formal way of saying that
the elements of G give rise to the “structure-preserving maps” (morphisms in
our language) from X to itself.

For example, C could be the category of topological spaces, or abstract
simplicial complexes, or posets, in which case the structure-preserving maps
would be continuous maps, simplicial maps, resp. order-preserving maps (see
Definition 10.3).
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If we have a functor F : C1 → C2, and a G-action on x ∈ O(C1), then by
composing F with the functor encoding the group action, we get a functor
from G to C2. This is the so-called induced action.

For example, an action on an abstract simplicial complex induces an action
on the underlying topological space; this is a composition with the geometric
realization functor. An action on a poset P induces an action on the order
complex ∆(P ), which is defined in Chapter 9; this is a composition with
the order complex functor. Furthermore, it induces a G-action on any given
homology group Hi(∆(P );R), which, in case R is a field, is the same as
a linear representation of G over R.

4.4 Limit constructions

4.4.1 Definition of colimit of a functor

Colimit is a very useful notion in all sorts of combinatorial contexts. We shall
give a hands-on definition and refer the reader to standard texts [McL98,
Mit65] for further details.

Let C1 and C2 be two categories and let F : C1 → C2 be a functor between
them. Intuitively, one can think of this functor as a diagram: a picture where
some objects of C2 are connected with arrows. These objects are the images
of objects of C1 under F , and these arrows are the images of morphisms of C1
under F . Accordingly, the arrows “should compose right”, as is prescribed by
functor axioms.

Let us call a sink of F an object L of C2, together with a collection of
morphisms pointing from the objects in the diagram to the object L, i.e.,

F (a)
λa−→ L, for all a ∈ O(C1), such that these new morphisms commute

appropriately with the old morphisms in the diagram. Formally, we request
that for all m ∈MC1

(a1, a2) we have λa2 ◦ F (m) = λa1 .

Definition 4.33. Given a functor F : C1 → C2. We call a sink of F ,
(L, {λa}a∈O(C1)), its colimit if it is universal in the following sense: for any

other sink (L̃, {λ̃a}a∈O(C1)) there exist a unique morphism L
ϕ−→ L̃, such that

λ̃a = ϕ ◦ λa, for all a ∈ O(C1). We write L = colimX.

We have already seen several instances of colimits. The easiest, though
admittedly somewhat degenerate, case is when the category C1 is empty. In
this situation, there are no morphisms λa, and the only condition on the object

L is that for any other object L̃ there exist a unique morphism L
ϕ−→ L̃. This

is now easily recognized as the definition of the initial object.
Another previously seen case is when C1 consists of two objects, and only

has identity morphisms. Then, the definition of a colimit translates word-for-
word into the definition of the coproduct.

We invite the reader to take her or his favorite category C1, choose the
functor F , and see what the definition of the colimit translates to.
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4.4.2 Colimits and infinite unions

One situation where viewing constructions as colimits brings in some clarity
is when one considers infinite analogs of some familiar objects. Sometimes this
can be accomplished by taking an infinite union, and sometimes we need to
add some more structure. Let us give here some examples. Consider first the
embedding sequence of Euclidean spaces

R1 i1→֒ R2 i2→֒ · · · in−1→֒ Rn
in→֒ Rn+1 in+1→֒ . . . , (4.1)

where in : Rn →֒ Rn+1 is the usual initial coordinate embedding, i.e.,

in : (x1, . . . , xn) 7→ (x1, . . . , xn, 0). (4.2)

The embedding sequence (4.1) can be viewed as a diagram of spaces and
continuous maps, and we can take its colimit. It is a nice exercise to see that
in this case the colimit construction actually delivers the infinite union of
spaces. Thus we define the infinite-dimensional Euclidean space by setting

R∞ :=

∞⋃

n=1

Rn,

where the union is taken with respect to the embedding maps (4.2). The
elements of R∞ are simply all vectors with countably many coordinates, of
which only finitely many are allowed to be different from 0. The usual vector
addition and scalar multiplication give the vector space structure on R∞.

Let now Sn denote the unit sphere in Rn. Restrictions of in from (4.2)
yield an embedding sequence as well:

S1
i1→֒ S2

i2→֒ · · · in−1→֒ Sn
in→֒ Sn+1 in+1→֒ . . . . (4.3)

Taking the colimit of this diagram of spaces yields what is known as the
infinite-dimensional sphere

S∞ :=

∞⋃

n=1

Sn.

This space will be of use once we look at the classifying spaces of finite groups
and Stiefel-Whitney characteristic classes in Chapter 8.

It is easy to recognize the category lurking in the background of the two
previous examples. Both sequences (4.1) and (4.3) can be viewed as functors
F1, F2 : IE→ Top, where IE denotes the category of initial embeddings. It is
defined as follows:

• the set of objects of IE is taken to be the set of natural numbers N =
{1, 2, 3, . . . };
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• for any m,n ∈ N, we have

|MIE(m,n)| =
{
1, if m ≤ n,
0, otherwise,

which defines the composition rule uniquely.

One possible intuition one could have when thinking of the category IE, would
be to think of the elements m ∈ N as sets [m], and, whenever m ≤ n, to think

of the morphismm
m−→ n as the embedding as the initial interval ι : [m] →֒ [n],

taking x to x.
Let us now consider yet another functor with IE as the source, though

this time having the category of groups as a target, F : IE→ Grp. Namely,
consider the following diagram of symmetric groups:

S1
i1→֒ S2

i2→֒ · · · in−1→֒ Sn
in→֒ Sn+1

in+1→֒ . . . , (4.4)

where each map in : Sn →֒ Sn+1 is the group homomorphism induced be
the initial embedding [n + 1] →֒ [n]. The image of in is the Young subgroup
Sn × S1 ⊆ Sn+1.

Taking the colimit of the functor F we obtain the infinite permutation
group S∞. It can be explicitly described as follows:

• the elements of S∞ are all bijections ϕ : N → N, for which there exists
a number N(ϕ), such that ϕ(x) = x, for all x ≥ N(ϕ);

• the multiplication rule is given by the composition of bijections.

Naturally, most of the commonly used colimits can also be defined directly,
without using the framework of Category Theory. However, one usually has
many choices for possible definitions. Recognizing that something is a colimit
for some functor helps us to make the right choice.

4.4.3 Quotients of group actions as colimits

Our next goal is to interpret the quotients of group actions as colimits. Assume
X is some mathematical object (e.g., topological space, vector space, abstract
simplicial complex, graph, etc.), and assume a group G acts on X. Let us first
informally contemplate on what a quotient X/G should be.

Imagine that X itself consists of some kind of elements (points, vectors,
simplices). Then the most natural thing to do would be to glue together two
elements whenever one is mapped to the other by the group action. In other
words, take orbits of elements as the new elements.

The problem arises when one also tries in a consistent way to impose ad-
ditional structure to make sure that the collection of orbits of X can be made
into the mathematical object of the same nature (read: belonging to the same
category) as X. In many situations this will lead to additional identifications,
which can be controlled with a varied degree of success.
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Colimits provide us with a streamlined formal framework to say precisely
what the quotient should be by telling us which universal property this object
should satisfy. Namely, assume that X is an object of category C. This is
the “hidden” parameter. Choosing the category means that we specify which
structure is preserved by the group action, hence deciding in which category
do we want the quotient to be taken. Most often there are many choices. We
can have a topological space X and the group G acting by continuous maps.
But we can also just view X as a set and allow all bijections. We will expand
on this discussion in Chapter 14.

4.4.4 Limits

In important dual notion of the colimit is that of a limit. It is indeed obtained
from the definition of the colimit by reversing all arrows.

Let again C1 and C2 be two categories and let F : C1 → C2 be a functor. Let
us call a source of F an object L of C2, together with a collection of morphisms

L
λa−→ F (a), for all a ∈ O(C1), such that for all m ∈ MC1

(a1, a2) we have
F (m) ◦ λa1 = λa2 .

Definition 4.34. Given a functor F : C1 → C2. We call a source of F ,
(L, {λa}a∈O(C1)), its limit if it is universal, i.e., if for any other source

(L̃, {λ̃a}a∈O(C1)) there exists a unique morphism L̃
ϕ−→ L, such that λ̃a =

λa ◦ ϕ, for all a ∈ O(C1). We write L = limX.

Examples of limits are provided by terminal objects, as well as by products.

4.5 Comma categories

4.5.1 Objects below and above other objects

We start with a standard concept, which is pervasive in combinatorial con-
texts.

Definition 4.35. Let C be a category, and let x ∈ O(C). The category of
objects below x, denoted (x ↓ C), is defined as follows:

• the class of objects O(x ↓ C) consists of all morphisms m ∈ M(C), such
that ∂•(m) = x;

• the set of morphismsM(x ↓ C) consists of all composable morphism chains

x
m1−→ y

m2−→ z, such a chain is seen as a morphism from x
m1−→ y to

x
m2◦m1−→ z, and one speaks about a commuting triangle formed by the

objects x, y, z and the morphisms m1,m2, and m2 ◦m1.

Analogously, one can define (x ↑ C), the category of objects above x, by
taking as objects all morphisms m ∈M(C), such that ∂•(m) = x, and taking
appropriate commuting triangles as morphisms.
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4.5.2 The general construction and further examples

The construction from the previous subsection can put into a more general
context, which, gratifyingly, will then specialize to further useful and inter-
esting notions.

Definition 4.36. Let A, B, and C be categories, and let F : A → C and
G : B → C be arbitrary functors. The comma category of F and G, denoted
(F ↓ G) is defined as follows:

• the class of objects O(F ↓ G) consists of all triples (x, y,m), such that
x ∈ O(A), y ∈ O(B), and m ∈M(C), m : F (x)→ G(y);

• let (x1, y1,m1) and (x2, y2,m2) be objects of (F ↓ G), the set of morphisms
between these two objects consists of all pairs of morphisms (α, β), such
that α ∈ M(A), α : x1 → x2, β ∈ M(B), β : y1 → y2, and m2 ◦ F (α) =
G(β) ◦m1, i.e., the diagram (4.5) commutes.

F (x1)
F (α)−−−−→ F (x2)

m1

y
ym2

G(y1)
G(β)−−−−→ G(y2).

(4.5)

There are several special cases of the comma category construction. First,
taking A = 1, B = C, G = idC , and taking F : 1 → C to be the functor
mapping the unique object of 1 to some given object x ∈ O(C) gives the
category (x ↓ C) described in Definition 4.35.

Symmetrically, taking A = C, B = 1, F = idC , and taking G : 1 → C to
be the functor mapping the unique object of 1 to some given object x ∈ O(C)
gives the category (x ↑ C).

Another example is provided when we take A = B = C, and F = G = idC .
This gives the category of all morphisms of C, often called the category of
arrows of C, with the “new” morphisms being all commuting diagrams of
“old” morphisms.

Finally, let us remark, that it is possible to take one of the functors F and
G in Definition 4.36 contravariant. This will also yield a category, which we
denote O(F op ↓ G) if F is taken to be contravariant, and O(F ↓ Gop) if G
is taken to be contravariant. This construction will come in handy when we
define the analog of intervals for acyclic categories.
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Exact sequences

One of the ancient principles to deal with a larger calculation is to subdivide
it into smaller computational tasks. In this chapter we shall investigate one
application of this principle, which allows one to break down the calculation
of the homology groups of a CW complex into two hopefully simpler compu-
tations of homology groups of some chain complexes. The natural question of
putting the computed information together to yield the homology groups of
the original complex has an elegant algebraic answer due to Eilenberg - the
so-called long exact sequences.

While the long exact sequences provide us with the first tools for comput-
ing the homology groups, they also serve as a good introduction into the more
technical subject of Chapter 16 - the spectral sequences. Intuitively, one could
think of the long exact sequences as the gadget which allows one to break the
homology groups computation into two tasks, whereas the spectral sequences
allow us to start with more, hopefully easier tasks, and then work our way
through the deep waters to the final answer.

5.1 Some structure theory of long and short exact
sequences

5.1.1 Construction of the connecting homomorphism

It is easy to generalize the notions of a submodule and of the quotient module
to the general chain complexes.

Definition 5.1. Let B = (B∗, ∂∗) be a chain complex of R-modules, and let
us choose R-modules Ai, such that An ⊆ Bn, and additionally ∂(An) ⊆ An−1,
for all n.

• The chosen modules form a chain complex A = (A∗, ∂∗), which is called
a subcomplex of B.



78 5 Exact sequences

• The chain complex B/A = (B∗/A∗, ∂∗) is called a quotient complex.
Note that the boundary operator is well-defined on the quotient because of
the extra condition ∂(An) ⊆ An−1.

Clearly, the associated collections of inclusion maps i = {in}n, in : An →֒ Bn,
and projection maps p = {pn}n, pn : Bn −→ Bn/An both describe chain maps.

Given a subcomplex A of the chain complex B, there arises a natural
question:

What is the relation between the homology groups of A and those of B?
Do they “sit inside” of H∗(B) just like the chain complex A sits inside of B? In
other words, is the induced map on the homology groups i∗ : H∗(A)→ H∗(B)
an injection?

A quick analysis will show that the answer to these questions is negative.
The reason is that we may have an element c ∈ An, such that there exists
an element b ∈ Bn+1 satisfying ∂b = c, in particular ∂c = 0, but there is no
a ∈ An+1 satisfying ∂a = c. In other words, the homology class [c] is trivial
in H∗(B), but not in H∗(A).

The kernel of the map in : Hn(A)→ Hn(B) consists of those cycles of An
which are boundaries of elements from Bn+1. Intuitively, it may be helpful
to think that these homology cycles of B were considered nontrivial, as long
as one only looked inside A, once the scope of attention was widened to the
entire B, it was revealed that this were actually boundaries, and have to be
canceled in the total calculation.

Let us now reformulate our observations so as to produce a map. In the
first rough approximation, what we want is a map from Bn+1 to Hn(A), which
is very close to the boundary map. This of course will not work so directly,
since ∂Bn+1 is not contained in An. So, to start with, our map will only be
defined on the set of those b ∈ Bn+1, whose boundary lies in An. Second,
since we mod out the boundaries ∂An+1 in the target space Hn(A), we may
as well define the desired map on the quotient space Bn+1/An+1. The crucial
observation now is that the set of elements of Bn+1/An+1 whose boundary lies
in An is by definition precisely the set of (n+ 1)-cycles in the chain complex
B/A, so we have a map ∂n+1 : Zn+1(B/A) → Hn(A). Finally, the values of
the boundary operator on the boundaries Bn+1(B/A) lie in ∂An+1, hence we
get the induced map

∂n+1 : Zn+1(B/A)/Bn+1(B/A) = Hn+1(B/A)→ Hn(A).

By the discussion, this map is well-defined, and is in fact a homomorphism
of R-modules. We also note that since our map is derived from the boundary
operator in a very direct way, we find it convenient to simply use the same
notation.

Definition 5.2. The maps ∂∗ : H∗(B/A)→ H∗−1(A) defined above are called
connecting homomorphisms.
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In light of the intuitive picture above, the connecting homomorphisms can
be thought of as cancellation maps, which remove the superfluous cycles from
the homology groups H∗(A).

The connecting homomorphisms are natural, which is just another way of
saying that they are functorial in the following sense.

Proposition 5.3. Assume that A, B, Ã, and B̃ are chain complexes, such
that A is a subcomplex of B, and Ã is a subcomplex of B̃. Assume furthermore
that we have a chain complex map ϕ : B → B̃, such that ϕ(A) is a subcomplex

of Ã. Then the diagram

Hn+1(B/A) ∂−−−−→ Hn(A)
ϕ

y
yϕ

Hn+1(B̃/Ã) ∂̃−−−−→ Hn(Ã)

(5.1)

commutes for all n.

Proof. Let us trace the diagram (5.1) in both directions. First,

ϕ(∂([c] +An+1)) = ϕ([∂c]) = [ϕ(∂c)].

On the other hand

∂̃(ϕ([c] +An+1)) = ∂̃([ϕ(c)] + Ãn+1) = [∂̃(ϕ(c))].

By our assumptions, ϕ is a chain complex map, hence ϕ(∂c) = ∂̃(ϕ(c)), and
the commutativity of the diagram (5.1) follows. ⊓⊔

A natural question is why these maps are called connecting homomor-
phisms? What do they connect? We shall next embark on constructing the
algebraic apparatus which will allow us to give an answer to that question.

5.1.2 Exact sequences

On the level of chain complexes, one has a feeling that one should be able
to put A and B/A together to reconstruct B. It is close at hand to ask the
same for the homology - how can we put together H∗(A) with H∗(B/A) to
get H∗(B)?

To start with, even the pre-homology picture is not all too clear. We cer-
tainly do not in general have B = A ⊕ B/A, when A and B are R-modules,
not even when R = Z, i.e., when A and B are abelian groups. As an example,
take B = Z, and take A = 2Z. We have B/A = Z2, but Z 6= Z⊕ Z2, since Z
does not have nonzero elements of finite order, while Z⊕ Z2 does. The exact
relationship between B, A, and B/A is best phrased in the language of short
exact sequences, which we now proceed to introduce.
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Definition 5.4.

(1) A chain complex of R-modules C = (C∗, f∗) is called an exact sequence
if for all i, we have Kerfi = Imfi+1.

(2) A sequence of chain complexes and chain maps

· · · ϕ
n+2

−→ Cn+1 ϕ
n+1

−→ Cn ϕn

−→ Cn−1 ϕ
n−1

−→ . . .

is called exact if it is exact in each dimension, i.e., if Cn = (Cn∗ , ϕ
n
∗ ),

then the sequence

· · · ϕ
n+2
d−→ Cn+1

d

ϕn+1
d−→ Cnd

ϕn
d−→ Cn−1

d

ϕn−1
d−→ . . .

is requested to be exact for all d.
(3) A map between two exact sequences (of R-modules or chain com-

plexes) (A∗, α∗) and (B∗, β∗) is a collection of maps (R-module homomor-
phisms or chain complex maps) {ϕn}n, such that the following diagram
commutes

. . .
αn+2−−−−→ An+1

αn+1−−−−→ An
αn−−−−→ An−1

αn−1−−−−→ . . .

ϕn+1

y ϕn

y ϕn−1

y

. . .
βn+2−−−−→ Bn+1

βn+1−−−−→ Bn
βn−−−−→ Bn−1

βn−1−−−−→ . . .

Note that the definition of the chain complex itself already encompasses
“half” of the exactness condition: we have Ker(fi) ⊇ Im(fi+1). To require the
opposite inclusion to hold as well is the same as to ask the chain complex to
have trivial homology groups in all dimensions.

The most trivial instance of the exact sequence is the one with all terms
equal to 0. Next comes the one with all, but two consecutive terms being 0.
That special case coincides with the notion of isomorphism. Allowing one more
consecutive term to be nontrivial yields what is perhaps the most important
special case.

Definition 5.5. An exact sequence (of R-modules or of chain complexes) is
called a short exact sequence if all the terms are 0 except possibly for three
consecutive ones:

0 −→ A
i→֒ B

p−→ C −→ 0. (5.2)

Exact sequences form a subcategory of the category of all chain com-
plexes and chain complex homomorphisms. The same is true for short exact
sequences, or in fact for any set of exact sequences with a fixed set of indices
where the terms are allowed to be nontrivial.

Let us now return to the situation where A is the subcomplex of B. We
see that even though we may not have B = A ⊕ B/A, we do have a short
exact sequence
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0 −→ A
i→֒ B

p−→ B/A −→ 0, (5.3)

where i and p are the standard inclusion and projection maps. This is the
language in which the relation between A, B, and B/A is phrased.

On the other hand, the fact that the sequence (5.2) is exact means exactly
3 things:

• the map i is injective;
• the map p is surjective;
• we have i(A) = Ker(p).

This means that A is isomorphic to i(A), while C is isomorphic to B/Ker(p) =
B/i(A). In other words, all short exact sequences can essentially be written in
the form (5.3). To underline this fact, one says that the term B is an extension
of A by C. Being able to write the middle term as the direct sum of the
two others is an additional property which one sometimes has. It is formally
defined as follows.

Definition 5.6. A short exact sequence (5.2) is said to split if there exists
an isomorphism ϕ : B → A ⊕ C, such that ι = ϕ ◦ i and p = π ◦ ϕ, where
ι : A →֒ A⊕C is the injection into the first term, and π : A⊕C −→ C is the
projection onto the second term.

5.1.3 Deriving long exact sequences from the short ones

As we have already noticed, passing on to homology is bound to make things
more complex, since for example injective maps may seize to be injective. It
turns out that instead of one short exact sequence, the relationship between
Hn(A), Hn(B), and Hn(B/A) is best described as a long exact sequence,
which involves the groups H∗(A), H∗(B), and H∗(B/A) in all dimensions.

Theorem 5.7. (Zig-zag lemma).
Assume that

0 −→ A i→֒ B p−→ C −→ 0 (5.4)

is a short exact sequence of chain complexes, then we have a long exact se-
quence of homology groups

· · · ∂n+1−→ Hn(A) i∗−→ Hn(B) p∗−→ Hn(C) ∂n−→ Hn−1(A) i∗−→ . . . , (5.5)

where i∗ and p∗ are the maps between the homology groups induced by the
maps i and p, and ∂n is the connecting homomorphism constructed in the
Subsection 5.1.1.

Proof. By our discussion above, we may assume that A is a subcomplex of
B, and replace C with B/A. We do that to be able to phrase the proof in
simple words. Furthermore, we have already checked that all the connecting
homomorphisms are well-defined, so it only remains to check the exactness of
the sequence (5.5).
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(1) Exactness in Hn(B). By definition of induced maps, both the kernel of p∗
and the image of i∗ consist of those homology groups [b] ∈ H∗(B), which
have a representative in C∗(A).

(2) Exactness in Hn(B/A). By definition, the image of p∗ consists of those
[b]+An, which have a representative whose boundary is 0. In other words,
there must exist a ∈ An, such that ∂(b− a) = 0, i.e., the condition can be
equivalently reformulated as ∂b ∈ ∂An. On the other hand, the kernel of
the corresponding connecting homomorphism consists of those [b]+An, for
which we have [∂([b] +An)] = 0. Since [∂([b] +An)] = [[∂b] + ∂An] = [∂b]
this gives the same condition.

(3) Exactness in Hn(A). The image of connecting homomorphism consists of
all those [a] ∈ H∗(A), for which there exists b ∈ Bn+1, such that ∂b = a.
This is precisely the condition defining the kernel of i∗ as well.

Thus the exactness of (5.5) is verified. ⊓⊔
We also note that by Proposition 5.3 any map between short exact se-

quences

0 −−−−→ A i−−−−→ B p−−−−→ C −−−−→ 0

α

y β

y γ

y

0 −−−−→ Ã ĩ−−−−→ B̃ p̃−−−−→ C̃ −−−−→ 0

induces a map between the corresponding homology long exact sequences

. . .
∂n+1−−−−→ Hn(A) i∗−−−−→ Hn(B) p∗−−−−→ Hn(C) ∂n−−−−→ Hn−1(A) i∗−−−−→ . . .

α∗

y β∗

y γ∗

y α∗

y

. . .
∂̃n+1−−−−→ Hn(Ã) ĩ∗−−−−→ Hn(B̃) p̃∗−−−−→ Hn(C̃) ∂̃n−−−−→ Hn−1(Ã) ĩ∗−−−−→ . . .

5.2 Long exact sequence of a pair and some applications

5.2.1 Relative homology and the associated long exact sequence

In the next definition we encounter the first and simplest case of a filtration.
These will be investigated in further depth in Chapter 16.

Definition 5.8. Let X be an arbitrary topological space, and let A be a sub-
space of X, then we call the ordered pair (X,A) a pair of spaces. When
X is a CW complex, and A is its CW subcomplex, the pair (X,A) is called
a CW pair. When X and A are simplicial complexes, the pair (X,A) is called
a simplicial pair.
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It is easy to see that when (X,A) is a pair of spaces, the singular chain
complex of A is a subcomplex of the singular chain complex of X.

Definition 5.9. Let (X,A) be a pair, and let R be a commutative ring with
a unit. The relative homology of this pair with coefficients in R is denoted
by H∗(X,A;R), and it is defined to be the homology of the quotient chain

complex H∗(C
Sing
∗ (X;R)/CSing

∗ (A;R)).
A direct translation of Theorem 5.7 yields the following useful long exact

sequence.

Theorem 5.10. (Long exact sequence of a pair).
For any pair of spaces (X,A) we have a long exact sequence of homology
groups

· · · ∂n+1−→ Hn(A)
i∗−→ Hn(X)

p∗−→ Hn(X,A)
∂n−→ Hn−1(A)

i∗−→ . . . , (5.6)

Remark 5.11. There is also the version of the long exact sequence (5.6) using
the reduced homology instead:

· · · ∂̃n+1−→ H̃n(A)
ĩ∗−→ H̃n(X)

p̃∗−→ Hn(X,A)
∂̃n−→ H̃n−1(A)

ĩ∗−→ . . . . (5.7)

This fact follows from Theorem 5.7 as well, when one lets A and B be the
augmented singular chain complexes of A and of X.

We note that, unlike the usual homology, the relative homology does not
have a reduced analog. This is because when taking the relative homology,
the augmentations cancel out in the quotient.

Remark 5.12. In full analogy with Definition 5.9 one can define the relative
cohomology of a pair (X,A) as the cohomology of the cochain complex
C∗

Sing(X,A), where C
n
Sing(X,A) consists of all functions on n-cells which have

value 0 on the singular simplices inside A. Theorem 5.7 can be applied to the
short exact sequence

0←− C∗
Sing(A)←− C∗

Sing(X)←− C∗
Sing(X,A)←− 0

yielding the cohomology version of the long exact sequence (5.6):

· · · ∂̃
n+1

←− H̃n(A)
ĩ∗←− H̃n(X)

p̃∗←− Hn(X,A)
∂̃n

←− H̃n−1(A)
ĩ∗←− . . . . (5.8)

Definition 5.13. Given two pairs of spaces (X,A) and (X̃, Ã), a continuous

map ϕ : X → X̃ is called a map between pairs if ϕ(A) ⊆ Ã.
The naturality of the connecting homomorphism yields the following fact.

Proposition 5.14. Any map ϕ between pairs of spaces (X,A) and (X̃, Ã)
induces chain complex map between the corresponding homology long exact
sequences of these pairs.
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5.2.2 Applications

Revising cellular homology

Let X be an arbitrary CW complex. It is easy to see that, for every k ≥ 0,
the relative homology group Hk(X

(k), X(k−1)) is free abelian, with the basis
indexed by the k-cells of X. Hence, we can use the group Hk(X

(k), X(k−1)) as
the alternative definition for the cellular chain group CCell

k (X). The cellular
boundary operator ∂Cell

k : CCell
k (X) → CCell

k−1(X) can then be defined as the
composition of maps

Hk(X
(k), X(k−1))

∂−→ Hk−1(X
(k−1))

i∗−→ Hk−1(X
(k−1), X(k−2)),

where the first map is the connecting homomorphism from the long exact
sequence of the pair (X(k), X(k−1)), and the second map is the corresponding
map from the long exact sequence of the pair (X(k−1), X(k−2)).

Using this approach, it is easy to see that the cellular boundary maps
compose to 0. Indeed, by construction we have

∂Cell
k−1 ◦ ∂Cell

k = i2∗ ◦ ∂2 ◦ i1∗ ◦ ∂1,

where the maps are the appropriate ones from the corresponding long exact
sequences:

∂1 : Hk(X
(k), X(k−1)) −→ Hk−1(X

(k−1)),
∂2 : Hk−1(X

(k−1), X(k−2)) −→ Hk−2(X
(k−2)),

i1∗ : Hk−1(X
(k−1)) −→ Hk−1(X

(k−1), X(k−2)),
i2∗ : Hk−2(X

(k−2)) −→ Hk−2(X
(k−2), X(k−3)).

In particular, the composition ∂2 ◦ i1∗ is a 0-map, since both maps are from the
long exact sequence of the pair (X(k−1), X(k−2)). Hence also the composition
∂Cell
k−1 ◦ ∂Cell

k is 0.
It is also now easy to prove Theorem 3.41. Indeed, a cellular map ϕ :

X → Y induces a map of pairs ϕ : (X(k), X(k−1)) → (Y (k), Y (k−1)), for all
k, and hence, by Proposition 5.14, it induces a map on cellular homology
ϕ∗ : HCell

k (X)→ HCell
k (Y ).

Geometric model for relative homology

Assume X is an arbitrary CW complex, and A is its subcomplex. Construct
a new space Q by taking X and adding a cone over A. It is straightforward
to extend the cellular structure from X to Q: we will get a new vertex - the
apex of the cone, and each cell of A will yield a new additional cell, whose
dimension is one higher. The next proposition shows that the space Q is in
a sense a geometric model for the relative homology.
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Proposition 5.15. For CW complexes X, A, and Q, as above, we get
H̃n(Q) = Hn(X,A), for all n.

Proof. Let C denote the cone over A, which has been added to X, and
consider the reduced version of the long exact sequence of the pair (Q,C):

· · · ∂̃n+1−→ H̃n(C) −→ H̃n(Q) −→ Hn(Q,C)
∂̃n−→ H̃n−1(C) −→ . . . .

We notice that the chain complexes CCell
∗ (Q)/CCell

∗ (C) and CCell
∗ (X)/CCell

∗ (A)
are isomorphic, hence Hn(Q,C) = Hn(X,A), for all n. The statement of the

proposition now follows from the fact that H̃n(C) = 0, for all n. ⊓⊔

Homology of the suspension

Our last application concerns the suspension construction, which was defined
in Example 2.32(1). Let X be an arbitrary CW complex. Its suspension is
suspX = X ∗ S1, and there is a straightforward way to extend the cellular
structure of X to the entire suspX. Namely, we add two new vertices, one for
each apex, and each cell σ of X gives rise to two new cells σ+ and σ−, one
inside each cone, such that dimσ+ = dimσ− = dimσ + 1.

Theorem 5.16. For an arbitrary CW complex X we have

H̃n(suspX) = H̃n+1(X), (5.9)

for all n.

Proof. Let C denote one of the cones over X, this is a “half” of suspX. By
Proposition 5.15 we have H̃n(suspX) = Hn(C,X). On the other hand, the
reduced version of the long exact sequence for pair (C,X) coupled with the

fact that H̃n(C) = 0 gives the equality H̃n(X) = Hn+1(C,X) for all n. This
implies (5.9). ⊓⊔

5.3 Mayer-Vietoris long exact sequence

Another standard long exact sequence describes what happens when we glue
together two CW complexes. Assume that X is a CW complex which we have
represented as a union of two of its subcomplexes X = A ∪ B. We have four
cellular inclusion maps

i1 : A ∩B →֒ A, i2 : A ∩B →֒ B, j1 : A →֒ A ∪B, j2 : B →֒ A ∪B,

which induce corresponding maps on homology.
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Theorem 5.17. (Mayer-Vietoris long exact sequence).
Given A, B, and X = A ∪ B as above, we have the following long exact
sequence:

· · · ∂−→ Hn(A∩B)
diag−→ Hn(A)⊕Hn(B)

diff−→ Hn(A∪B)
∂−→ Hn−1(A∩B)

diag−→ . . . ,
(5.10)

where diag(x) = (i1∗(x), i
2
∗(x)), and diff(x, y) = j1∗(x)− j2∗(y).

Proof. Consider the following sequence of chain complexes and chain complex
maps:

0 −→ CCell
∗ (A ∩B)

diag−→ CCell
∗ (A)⊕ CCell

∗ (B)
diff−→ CCell

∗ (A ∪B) −→ 0, (5.11)

where diag(x) = (i1(x), i2(x)), and diff(x, y) = j1(x) − j2(y). Let us verify
that the sequence (5.11) is exact. The injectivity of diag is obvious, as is the
exactness in CCell

∗ (A)⊕CCell
∗ (B). The surjectivity of diff follows from the fact

that each cell of A ∪B either lies completely in A or lies completely in B (or
both), and therefore every cellular chain of A∪B can be represented as a sum
of a chain of A with a chain of B.

We can therefore apply Theorem 5.7, and using the fact that

H∗(C
Cell
∗ (A)⊕ CCell

∗ (B)) = H∗(C
Cell
∗ (A))⊕H∗(C

Cell
∗ (B)) = H∗(A)⊕H∗(B),

we derive the long exact sequence (5.10). ⊓⊔

Remark 5.18. We also have a reduced version of the sequence (5.10):

· · · ∂−→ H̃n(A∩B)
diag−→ H̃n(A)⊕H̃n(B)

diff−→ H̃n(A∪B)
∂−→ H̃n−1(A∩B)

diag−→ . . . .
(5.12)

Remark 5.19. The cohomology version of the sequence (5.10) is obtained, as
expected, by reversing all the arrows:

· · · ∂∗

←− Hn(A∩B)
diag∗←− Hn(A)⊕Hn(B)

diff∗

←− Hn(A∪B)
∂∗

←− Hn−1(A∩B)
diag∗←− . . . .

(5.13)

In the case of Mayer-Vietoris sequence, the naturality of connecting homo-
morphisms yields the following statement.

Proposition 5.20. Assume that the CW complexes X and X̃ are represented
as unions of their CW subcomplexes: X = A ∪ B and X̃ = Ã ∪ B̃. Assume
furthermore that we have a cellular map ϕ : X → X̃, satisfying additional
conditions ϕ(A) ⊆ Ã and ϕ(B) ⊆ B̃. Then ϕ induces chain complex map
between the corresponding Mayer-Vietoris homology long exact sequences.
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It is interesting to see how Theorem (5.17) can be applied for the two
applications of Subsection 5.2.1.

First, when X is a CW complex, and A its subcomplex, we have con-
structed the CW complex Q by attaching a cone C over A. Thus Q = C ∪X,
and A = C ∩X. Since H̃n(C) = 0 for all n, it is handy to employ the reduced
version of the Mayer-Vietoris long exact sequence. What we then get is the
reduced version of the long exact sequence of the pair (X,A), with H∗(Q)
instead of H∗(X,A). One can then use this to show the actual isomorphism
between the homology groups, using the so-called 5-lemma. We do not need
that here, so we refer the reader to any of the standard textbooks in Algebraic
Topology.

Second, in the case of suspension, we notice that suspX = C1 ∪C2, where
C1 and C2 are the two cones, that we have spanned over X, when constructing
suspX. Furthermore, we have C1 ∩ C2 = X, and Hn(C1) = Hn(C2) = 0, for
all n. Using the reduced version of the Mayer-Vietoris long exact sequence we
once again confirm the equalities (5.9).
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Homotopy

6.1 Homotopy of maps

Given two topological spaces X and Y , one can introduce an equivalence
relation on the space of all continuous maps from X to Y .

Definition 6.1. Two continuous maps f, g : X → Y are called homotopic
is there exists a continuous map F : X × [0, 1] → Y , such that F (−, 0) = f
and F (−, 1) = g. In that case, we write f ≃ g.

Let us see that Definition 6.1 actually produces an equivalence relation.
First, by setting F (x, t) := f(x) independent of t, for all x ∈ X, t ∈ [0, 1]
we see that any map f is homotopic to itself. Second, if f, g : X → Y are
homotopic with a homotopy given by F : X × [0, 1] → Y , we can define the
reverse homotopy G : X × [0, 1] → Y , by setting G(x, t) := F (x, 1 − t). This
gives a homotopy from g to f , thus verifying the symmetry. Finally, given three
continuous maps f, g, h : X → Y and two homotopies: F : X × [0, 1] → Y
from f to g and G : X × [0, 1] → Y from g to h, one obtains a concatenated
homotopy H : X × [0, 1]→ Y from f to h by setting

H(x, t) :=

{
F (x, 2t), if t ≤ 1/2;

G(x, 2t− 1), otherwise.

The equivalence classes of this equivalence relation are called homotopy
classes of maps, and are denoted by [f ].

Example 6.2.
(1) An arbitrary continuous map f : S1 → S2 is homotopic to any map which
takes the entire circle to one point in S2.
(2) Let T denote the 2-dimensional torus, T = S1 × S1. The following two
maps f, g : S1 → T are homotopic: f wraps S1 diagonally, i.e., f(x) := (x, x),
for x ∈ S1, and g traverses the factor circles one after the other, i.e.,
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g(eϕi) :=

{
(e2ϕi, 0), if 0 ≤ ϕ ≤ π;
(0, e2ϕi−2πi), otherwise.

Proposition 6.3. The composition of homotopy classes of maps is well-
defined, if we set

[g] ◦ [f ] := [g ◦ f ], (6.1)

for any pair of continuous maps f : X → Y , and g : Y → Z.

Proof. Assume first that f is homotopic to some map f̃ : X → Y , and that
the homotopy is given by H : X × [0, 1] → Y . The homotopy from g ◦ f to

g ◦ f̃ is given by the composition map H̃ : X × [0, 1]
H−→ Y

g−→ Z.
Assume now that g is homotopic to some map g̃ : Y → Z, and that the

homotopy is given by H : Y × [0, 1] → Z. The homotopy from g ◦ f to g̃ ◦ f
is given by the composition map H̃ : X × [0, 1]

f×id−→ Y × [0, 1]
H−→ Z. ⊓⊔

In important property of the homotopic maps is that they become identical
once we pass on to the algebraic invariants, which we have defined.

Theorem 6.4. Given two CW complexes X and Y and two homotopic cellu-
lar maps f, g : X → Y , the induced maps on homology are the same, i.e., we
have f∗ = g∗

The proof of Theorem 6.4 lies outside the scope of this book. It can be
found in all standard textbooks in Algebraic Topology, see e.g., [Hat02, The-
orem 2.10].

6.2 Homotopy type of topological spaces

Theorem 6.4 motivates the introduction of the corresponding equivalence re-
lation on the topological spaces themselves.

Definition 6.5. Two topological spaces are called homotopy equivalent if
there exist continuous maps ϕ : X → Y and ψ : Y → X, such that ϕ◦ψ ≃ idY
and ψ ◦ ϕ ≃ idX . In that case, we write X ≃ Y .

Indeed, Theorem 6.4 implies the following fundamental fact strengthen-
ing the homeomorphism invariance, which was previously mentioned in Re-
mark 3.16.

Theorem 6.6. Homology groups are homotopy invariants, in other words, if
X and Y are homotopy equivalent CW complexes, then Hn(X) = Hn(Y ), for
any n ≥ 0.
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Proof. Let ϕ : X → Y and ψ : Y → X be continuous maps, such that
ϕ ◦ψ ≃ idY and ψ ◦ϕ ≃ idX . By Theorem 6.4 we have ϕ∗ ◦ψ∗ = idH∗(Y ) and
ψ∗ ◦ϕ∗ = idH∗(X), which allows us to conclude that H∗(X) = H∗(Y ), and the
maps ϕ∗ and ψ∗ are inverses of each other. ⊓⊔

The homotopy equivalence is indeed an equivalence relation. The only
nontrivial part of this statement is the verification of transitivity. Assume
we have three topological spaces X, Y , and Z, and four maps ϕ : X → Y ,
ψ : Y → X, f : Y → Z, and g : Z → Y , such that ϕ ◦ ψ ≃ idY , ψ ◦ ϕ ≃ idX ,
g◦f ≃ idZ , and f◦g ≃ idY . Repeatedly using (6.1) we see that (ψ◦g)◦(f◦ϕ) =
ψ ◦ (g ◦f)◦ϕ ≃ ψ ◦ϕ ≃ idX , and (f ◦ϕ)◦ (ψ ◦g) = f ◦ (ϕ◦ψ)◦g ≃ f ◦g ≃ idZ .
The equivalence classes of this equivalence relation are called homotopy types
of topological spaces.

We are now ready to define a new category HTop, the so called homotopy
category. Its objects are the same as those of Top: the topological spaces.
However the morphisms are different: they are all the homotopy classes of
continuous maps. Using the previously defined terminology: two objects in
HTop are isomorphic if and only if the corresponding topological spaces are
homotopy equivalent. This is a usual “quotient” situation in Category The-
ory: the set of objects is left intact and the set of morphisms is quotiented,
producing more isomorphisms.

Example 6.7.

(1) A ball of arbitrary dimension is homotopy equivalent to a point.
(2) The Möbius band is the topological space which we obtain from a rectangle

by identifying a pair of opposite sites, changing the directions, e.g., we can
take the space ([0, 1]× [0, 1])/ ∼, with the identification relation given by
(0, x) ∼ (1, 1 − x), for all x ∈ [0, 1]. It is easy to see that Möbius band is
homotopy equivalent to a circle. The homotopy equivalence maps are given
by embedding S1 as the middle circle of the Möbius band, respectively by
the shrinking of the Möbius band onto its middle circle.

(3) If an interval is attached to a sphere S2 by both ends, then the obtained
space is homotopy equivalent to the wedge of S2 and S1.

(4) Gluing a disc along its boundary to the 2-dimensional hollow torus along
on of the torus’ generating circles will give a space which is also homotopy
equivalent to the wedge of S2 and S1.

6.3 Mapping cone and mapping cylinder

Before we proceed, we would like to define two very important constructions
for topological spaces, which also behave well if we have cellular structures.

Definition 6.8. Let f : X → Y be a continuous map between two topological
spaces. The mapping cylinder of f is the quotient space
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M(f) = ((X × I) ∪ Y )/ ∼,

where the equivalence relation ∼ is defined by (x, 1) ∼ f(x), for all x ∈ X.

Example 6.9. Let X = S1, Y = [0, 1], and let f map all points in X to the
point 1/2. Then M(f) is the cone over S1 attached with its apex to the middle
point of the interval [0, 1].

Definition 6.10. Let f : X → Y be a continuous map between two topological
spaces. The mapping cone of f is the quotient space

Cone(f) = ((X × I) ∪ Y )/ ∼,

where the equivalence relation ∼ is defined by (x, 1) ∼ f(x), and (x, 0) ∼ (y, 0),
for all x, y ∈ X.

Example 6.11. Let X, Y , and f be as in the previous example. Then Cone(f)
is the sphere S2 attached to the middle point of the interval [0, 1].

Fig. 6.1. A mapping cylinder and a mapping cone of a map taking everything to
a point.

Let us now look to see what happens when X and Y are CW complexes
and the map f is cellular. We need three important general facts about CW
complexes. We provide intuitive explanations, but no formal proofs.

Fact 1. If X is a CW complex, then X × I has a naturally induced product
CW structure.

Consider the CW structure on I consisting of two 0-cells (the endpoints)
and one 1-cell. One can take the cells of X × I simply to be the products of
cells in X and in I. In particular, there are two copies of X sitting inside of
X × I, as X × {0} and X × {1}, each one is a CW subcomplex.

Fact 2. If X is a CW complex, and Y its CW subcomplex, then X/Y has
a naturally induced quotient CW structure.

The cells of X/Y are precisely those cells of X which are not in Y , together
with one 0-cell, which denotes the result of shrinking Y to a point. The new
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attaching maps are best described as compositions of the old ones with the
map which shrinks all cells of Y to a point.

Fact 3. If X and Z are CW complexes, Y is a CW subcomplex of X, and
f : Y → Z is a cellular map, then X ∪f Z has a naturally induced CW
structure.

The cells of X∪f Z are those cells of X which do not belong to Y , together
with all cells of Z. For the cells of Z, the attaching maps do not change,
whereas for the cells of X, the new attaching maps are again best described
as compositions of the old attaching maps with the map which identifies points
in Y with their images under the cellular map f .

We are now ready to see, using Facts 1 and 3, that there is a natural
induced CW structure on M(f). In this structure we have the cells of X, the
cells of Y and, additionally, the cells of X multiplied by an interval glued in
in the appropriate way. This is because M(f) = (X × I) ∪f̃ Y , where f̃ maps
the bottom copy of X inside X × I to the CW complex Y along the cellular
map f .

Observe that it is important in Example 6.9 to choose the CW structure
on the interval [0, 1] so that the map f is cellular. For instance, if we take the
endpoints to be the vertices and the open interval (0, 1) to be the 1-cell, then
the induced cell structure on M(f) will not be well-defined, since we are not
allowed to glue the boundaries of cells onto the interiors of cells of the same
dimension or higher.

When both X and Y are CW complexes and the map f is cellular, there is
a natural induced CW structure on Cone(f) as well. This is because Cone(f) =
M(f)/X, where we quotient the top copy of X inside of X× I to a point, and
use Fact 2.

6.4 Deformation retracts and collapses

Definition 6.12. Let X be a topological space, let A ⊆ X, and let i : A →֒ X
be the inclusion map. A continuous map f : X → A is called

• a retraction if f |A = idA;
• a deformation retraction if i ◦ f : X → X is homotopic to the identity

map idX ;
• a strong deformation retraction if there exists a homotopy F : X×I →

X between i ◦ f and idX , which is constant on A, i.e., F (a, t) = a, for all
t ∈ I and a ∈ A.

Correspondingly, A is called a retract, a deformation retract or a strong
deformation retract of X.

Note that in a comb space
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C = [0, 1]× {0} ∪ {0} × [0, 1] ∪
∞⋃

i=1

{
1

n

}
× [0, 1] ⊂ R2

all points are deformation retracts of C, but not all points are strong defor-
mation retracts of C.

A useful example of a strong deformation retraction is provided by the
following.

Definition 6.13. Let ∆ be a generalized simplicial complex. Let σ, τ ∈ ∆,
such that

(1) τ ⊂ σ, in particular dim τ < dimσ;
(2) σ is a maximal simplex, and no other maximal simplex contains τ .

A simplicial collapse of ∆ is the removal of all simplices γ, such that
τ ⊆ γ ⊆ σ. If, additionally, we have dim τ = dimσ − 1, then this is called
an elementary collapse.

When ∆1 and ∆2 are two generalized simplicial complexes, such that there
exists a sequence of collapses leading from ∆1 to ∆2, we shall use the notation
∆1 ց ∆2.

Proposition 6.14. A sequence of collapses yields a strong deformation re-
traction, in particular, a homotopy equivalence.

Another source of strong deformation retracts is provided by the mapping
cylinders.

Proposition 6.15. Let f : X → Y be a continuous map between two topolog-
ical spaces. Then Y is a strong deformation retract of M(f).

Proof. Let i : Y →֒ M(f) be the inclusion map, and let g : M(f) → Y be
defined by g(x, p) = f(x) (= (x, 1)) for (x, p) ∈ X × I, and g(y) = y, for
y ∈ Y .

Clearly g ◦ i : Y → Y is the identity map, so we just need to show that
there is a homotopy between idM(f) and i ◦ g : M(f)→ M(f), which keeps Y
fixed. Define G : M(f)× I → M(f) by

G((x, p), t) = (x, 1− t(1− p))

and G(y, t) = y, for all (x, p) ∈ X × I, y ∈ Y , and t ∈ I. Clearly, G is
continuous, G(−, 0) = i ◦ g, and G(−, 1) = idM(f). ⊓⊔

Although the strong deformation retraction seems like a much stronger
operation than the homotopy equivalence, it turns out that two topological
spaces are homotopy equivalent if and only if there exists a third space which
can be strong deformation retracted both onto X and onto Y . One possible
choice for this third space is simply the mapping cylinder of the homotopy
equivalence map, see Corollary 7.16.
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6.5 Simple homotopy type

The converse of Proposition 6.14 is not true: there are abstract simplicial com-
plexes which are contractible, yet not collapsible. The situation is somewhat
clarified by the following result.

Theorem 6.16. A generalized simplicial complex ∆ is contractible if and only
if there exists a sequence of collapses and expansions (operation inverse to the
collapse, also called an anticollapse) leading from ∆ to a vertex.

More generally, one benefits from the following definition.

Definition 6.17. Two generalized simplicial complexes are said to have the
same simple homotopy type if there exists a sequence of elementary col-
lapses and expansions leading from one to the other. Such a sequence is called
a formal deformation.

Theorem 6.16 is a special case of the fundamental theorem which in par-
ticular says that two simply connected generalized simplicial complexes are
homotopy equivalent if and only if they have the same simple homotopy type.

It is known that a subdivision of any generalized simplicial complex X has
the same simple homotopy type as X. Let us show a special case of that.

Proposition 6.18. Let X be the geometric realization of an arbitrary abstract
simplicial complex. Then there exists a formal deformation from X to BdX.

Proof. To start with, since the barycentric subdivision can be represented as
a sequence of stellar subdivisions, see Subsection 2.1.5, it is enough to find
a formal deformation leading from X to sd(X,σ), for an arbitrary simplex
σ ∈ X. One choice of such deformation is a concatenation of two steps.

Deformation algorithm from X to sd(X,σ).

Step 1. Add a cone over stX(σ). More precisely, consider a new simplicial
complex X ′, such that V (X ′) = V (X) ∪ {v}, X is an induced subcomplex of
X ′, and lkX′v = stX(σ).

Step 2. Delete from X ′ all the simplices containing σ.

Since stX(σ) is a cone, in particular collapsible, the Step 1 can be per-
formed as a sequence of elementary expansions. Furthermore, the Step 2 can
be performed as a sequence of elementary collapses as follows. The set of the
simplices which are to be deleted can be written as a disjoint union of sets A
and B, where B is the set of all simplices which contain both σ and v. Clearly,
adding v to a simplex is a bijection µ : A → B. Let {τ1 . . . , τt} be a reverse
linear extension order on A, then {(τ1, µ(τ1), . . . , (τt, µ(τt))} is an elementary
collapsing sequence.

Finally, we see that performing Steps 1 and 2, in this order, will yield
a stellar subdivision of X at σ, and therefore our description is completed. ⊓⊔



96 6 Homotopy

6.6 Homotopy groups

In this section we define yet another family of algebraic invariants of topolog-
ical spaces. We give just a very brief overview without proofs.

Definition 6.19. Let X be a topological space, choose x0 ∈ X, and let n ≥ 0.
The set of homotopy classes of maps ϕ : Sn → X, mapping the north pole of
Sn to x0, is denoted by πn(X,x0).

When n ≥ 1 this set can be equipped with a product operation as follows.
To compose ϕ : Sn → X with ψ : Sn → X, choose a great circle passing
through the north pole, and shrink it to a point (when n = 1 we identify the
two poles). Now map the obtained wedge of two copies of Sn to X by taking
the map ϕ on one copy of Sn and taking the map ψ on the other copy. In both
cases, the wedge point plays the role of the north pole on each Sn.

The set πn(X,x0) with this operation is called the n-th homotopy group
of X with base point x0.

One can show that the product is well-defined, and that one indeed gets
a group. For example, the inverse is obtained by precomposing ϕ : Sn → X
with the reflection in one of the coordinates of Sn, fixing the north pole,
here Sn is viewed as a unit sphere. The set π0(X,x0) is simply the set of all
path-connected components.

As π1(X,x0) we obtain the so-called fundamental group of X with base
point x0. The fundamental group plays an important role in the theory of
covering spaces which we do not cover in this book. It is also closely related to
the homology groups, namely when X is path-connected, the group H1(X;Z)
is abealinization of the fundamental group.

In can be shown that when the base point is changed within the path-
connected component the new homotopy group is isomorphic to the old one.
Therefore, whenever the considered topological space is path-connected we
shall skip the base point from the notation. Again, the proof is not difficult.
One basically has to stretch a part of the sphere which is close to the north
pole along the path connecting the old base point with the new one.

An important fact is that when n ≥ 2, the group πn(X) is abelian. This
happens because in dimensions 2 and higher it is possible for two balls on the
boundary of the sphere to go around each other, whereas on the circle they
would have to pass through each other.

Another interesting property which we state without a proof is that for
any two spaces X and Y and any n, we have

πn(X × Y ) = πn(X)× πn(Y ). (6.2)

More generally, there is a long exact sequence connecting homotopy groups of
the involved spaces in any fibration.

Example 6.20.
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(1) We have π1(S
1) = Z, and πn(S

1) = 0 for n ≥ 2. The distinct elements of
π1(S

1) can be realized by wrapping S1 around itself various number of times,
with direction encoding the sign.
(2) For a two-dimensional torus T we have π1(T ) = Z×Z, and πn(T ) = 0 for
n ≥ 2. This follows from the previous example and equation (6.2).
(3) One radical difference between the homotopy and homology is illustrated
by the case of spheres. Whereas it was very easy to determine the homology
groups of spheres, their homotopy groups are in general unknown, and are
subject of current research. This way our first example of S1 is an exception
rather than the rule.

For Sn, n ≥ 2, it still remains true that πn(S
n) = Z, and πm(Sn) = 0,

for m < n. However, the higher homotopy groups can be nontrivial. The first
example is π3(S

2) = Z. Further examples are π4(S
2) = Z2, π6(S

2) = Z12, and
π10(S4) = Z24 × Z3.

An easy but important property of homotopy groups is their functoriality.

Proposition 6.21. Let X and Y be topological spaces, and let f : X → Y
be a continuous map. Then the composition with f will induce a group homo-
morphism f∗ : πn(X)→ πn(Y ), for any n.

Furthermore, if Z is also a topological space and g : Y → Z is a continuous
map, then we have (g ◦ f)∗ = g∗ ◦ f∗.

Thus we see that πn is yet another example of a covariant functor Top→
Ab. We leave verification of Proposition 6.21 to the reader.

6.7 Connectivity and Hurewicz Theorems

One of the most useful tools to calculate the fundamental group is Van Kam-
pen theorem which allows us to cover our space by nice subspaces and then
reconstruct the total fundamental group from the fundamental groups of the
covering spaces and their intersections.

Theorem 6.22. (Van Kampen Theorem).
(1) Assume X is a topological space with base point x, and assume A and B are
path-connected open subspaces of X, such that A ∩ B is also path-connected,
x ∈ A ∩ B, and X = A ∪ B. Then π1(X,x) is the colimit of the following
diagram:

π1(A ∩B, x) i∗−−−−→ π1(A, x)

j∗

y

π1(B, x)

(6.3)

where i∗ : π1(A ∩ B, x) → π1(A, x) and j∗ : π1(A ∩ B, x) → π1(B, x) are
induced by the inclusion maps i : A ∩B →֒ A and j : A ∩B →֒ B.
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(2) More generally, assume X is covered by finitely many path-connected open
subspaces Ai, i = 1, . . . , n. Assume that x ∈ Ai, for all i = 1, . . . , n, and
that all intersections are again path-connected. Consider a diagram, general-
izing (6.3), consisting of the fundamental groups of all possible intersections
and all maps between them induced by inclusions of intersections. Then the
fundamental group of X is the colimit of this diagram.

The proof of Van Kampen theorem is elementary, though requiring some
topological finesse. We refer the reader to any of the standard textbooks.

Remark 6.23. For combinatorial applications it is useful to note the following
variation of the Van Kampen theorem: X is assumed to be a CW complex,
and the subspaces Ai are all assumed to be the CW subcomplexes of X.

To derive Remark 6.23 from Theorem 6.22 we can simply replace each
subcomplex Ai by its ε-neighborhood. The ε can be chosen small enough so
that the resulting diagram of groups is the same for both the open and the
CW covering.

Definition 6.24. A path-connected topological space X is called simply con-
nected if its fundamental group is trivial.

For many calculations, the most frequently used special cases of Theo-
rem 6.22 will suffice.

Corollary 6.25. Assume that A, B, and A ∩B, are path-connected.

(1) If both A and B are simply connected, then so is A ∪B.
(2) If A ∩B is simply connected, then π1(A ∪B) = π1(A) ∗ π1(B).

Proof. These are both corollaries of Van Kampen Theorem, just substitute
the assumptions in diagram (6.3), and take the colimit. ⊓⊔

Example 6.26. Let us calculate the fundamental group of the projective plane
RP2 using Van Kampen theorem. Consider a standard representation of RP2

as a unit disc in the plane with the boundary self-identified by the antipodal
map, i.e., x ∼ −x. Let A be the disc centered at the origin with radius 1/2,
and let B be obtained from RP2 by removal of the interior of A. We have
A∪B = RP2, and it is easy to equip RP2 with a CW structure, so that A and
B are CW subcomplexes (alternatively, one could thicken A and B a little
bit, so as to obtain topologically identical open covering of RP2).

In either case, Van Kampen Theorem can be applied. The space A is
contractible, the intersection A ∩ B is homeomorphic to a circle, and the
space B deformation retracts to a circle. To see the latter fact, simply retract
the punctured unit disc to its boundary, and note that the antipodal self-
identification of the boundary again produces a circle. We have π1(A) = 0,
and π1(B) = π1(A∩B) = Z. The fundamental group homomorphisms induced
by inclusion maps iA : A ∩B →֒ A, and iB : A ∩B →֒ B are the following:
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• the map iA∗ : π1(A ∩B)→ π1(A) has to be a 0-map,
• the map iB∗ : π1(A ∩ B) → π1(B) is given by x 7→ 2x - this is clear from

the geometric considerations.

The definition of the colimit translates in this case to saying that the funda-
mental group RP2 is the universal group, such that the group homomorphism
ϕ : π1(B) → π1(RP

2) takes the generator of π1(B) to an element of order 2.
Hence we conclude that π1(RP

2) = Z2.

Definition 6.27. For k ≥ 1, a topological space X is called k-connected if
its homotopy groups π1(X), . . . , πk(X), are all trivial.

In particular, 1-connected is the same as simply connected. For conve-
nience, we also adopt the convention that 0-connected means path-connected,
(−1)-connected means non-empty, and that any space is (−2)-connected.

We are now ready to formulate an important fact relating homology with
homotopy groups.

Theorem 6.28. (Hurewicz Theorem)
Let X be an arbitrary CW complex. Assume that X is simply connected, and
that H̃i(X;Z) = 0, for i = 0, . . . , k, then X is k-connected.

Conversely, if X is (k− 1)-connected, for some k ≥ 2, then H̃i(X;Z) = 0,
for i = 0, . . . , k − 1, and Hk(X;Z) = πk(X).

The proof of Hurewicz theorem is outside of the scope of this book. Instead
we formulate some useful corollaries for future reference. For both statements,
assume that X is a CW complex, and that A and B are its CW subcomplexes,
such that X = A ∪B.

Corollary 6.29. If A and B are k-connected, and A∩B is (k−1)-connected,
for some k ≥ −1, then A ∪B is k-connected.

Proof. The statement is immediate for k = −1 and k = 0. For k = 1 this is
just Corollary 6.25(1).

Assume that k ≥ 2. By Corollary 6.25(1) we see that X is simply con-
nected. Using Hurewicz theorem for spaces A ∪ B, A, and B, we see that
H̃i(A∩B;Z) = H̃i(A;Z) = H̃i(B;Z) = 0, for i = 0, . . . , k−1, and H̃k(A;Z) =

H̃k(B;Z) = 0. Substituting this information into the Mayer-Vietoris long

exact sequence for relative homology (5.12) we see that H̃i(X;Z) = 0, for
i = 0, . . . , k. The statement follows now if we apply Hurewicz theorem for the
space X. ⊓⊔

Corollary 6.30. If A∪B and A∩B are k-connected, for some k ≥ −1, then
both A and B are k-connected.

Proof. Again the statement is immediate for k = −1.
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Assume k ≥ 0. Applying Hurewicz theorem to A ∪ B and to A ∩ B we
see that H̃i(A ∩ B;Z) = H̃i(A ∪ B;Z) = 0, for i = 0, . . . , k. By the Mayer-

Vietoris long exact sequence for relative homology (5.12) we get H̃i(A;Z) =

H̃i(B;Z) = 0, for i = 0, . . . , k. For k = 0 this already shows the statement.
Assume k ≥ 1. By Corollary 6.25(2) we have π1(A ∪B) = π1(A) ∗ π1(B),

implying that both A and B are simply connected. If k = 1, this precisely
what we want to prove. If k ≥ 2, the statement follows by applying Hurewicz
theorem to spaces A and B. ⊓⊔

We end this chapter with an important theorem due to Whitehead, which
we state here without a proof.

Theorem 6.31. (Whitehead Theorem)
Let X and Y be connected CW complexes, and assume that ϕ is a cellular
map from X to Y which induces isomorphisms on all homotopy groups. Then
ϕ gives a homotopy equivalence between X and Y .

It is important to stress functoriality in Theorem 6.31. Otherwise, the
statement is false: there exist connected CW complexes, which are not ho-
motopy equivalent, but whose homotopy groups are isomorphic. Following is
a frequently used corollary of Theorem 6.31.

Corollary 6.32. A CW complex X, whose homotopy groups are all trivial, is
contractible.

Proof. A map from X to a one-point space is a cellular map which induces
isomorphisms on all homotopy groups, hence, by Theorem 6.31, it gives a ho-
motopy equivalence. ⊓⊔

Corollary 6.33. A simply connected CW complex X, whose homology groups
H̃i(X;Z) are all trivial, is contractible.

Proof. By Hurewicz Theorem 6.28, all homotopy groups are trivial as well,
hence we may use Corollary 6.32. ⊓⊔

Finally, we state without proof some results which are often useful in
Combinatorial Algebraic Topology.

Proposition 6.34. Let ϕ : X → Y be a map between simply connected CW
complexes, which induces isomorphism maps ϕ∗ : Hn(X;Z) → Hn(Y ;Z) for
all n. Then, the map ϕ is a homotopy equivalence.

Proposition 6.35. Assume that X is a (k − 1)-connected CW complex of
dimension k, where k ≥ 0, then X is homotopy equivalent to a wedge of
k-dimensional spheres.
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Cofibrations

7.1 Cofibrations and the homotopy extension property.

The following notion is one of the most classical and important in Homotopy
Theory.

Definition 7.1. Let A and X be topological spaces, and let i : A → X be
a continuous map. The map i is said to have homotopy extension prop-
erty (HEP) if for any topological space Y , any continuous map f : X → Y ,
and any homotopy H : A×I → Y , satisfying H(a, 0) = f(i(a)), for all a ∈ A,
there exists a homotopy H̃ : X × I → Y , such that H̃(i(a), t) = H(a, t), for

all a ∈ A, and all t ∈ I, and H̃(x, 0) = f(x), for all x ∈ X. A map having
homotopy extension property is called a cofibration.

this map exists so that
both triangles commute

commutes

A
i

X

A× I X × I

Y

i× idI

idX × 0idA × 0

H

f

H̃

Fig. 7.1. The homotopy extension property.

Let us consider a special case of the Definition 7.1, when i : A →֒ X is
an inclusion map. In this case we have a continuous map f : X → Y , and
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a homotopy H : A × I → Y of the restriction of f to a subspace A. The
condition for the inclusion map to be a cofibration says that one should be
able to extend the homotopy of A to the homotopy of the entire space X.

Interestingly, this special case captures the whole generality of the notion
of a cofibration, as our next proposition shows.

Proposition 7.2. If a map i : A→ X is a cofibration, then i is a homeomor-
phism onto its image i(A).

Proof. Consider the inclusion map j : A →֒ M(i) taking A to the bottom
of the mapping cylinder, i.e., j takes a ∈ A to (a, 1) ∼ i(a). Furthermore,
consider the homotopy H : A×I → M(i), mapping (a, t) 7→ (a, 1− t). Clearly,
the inclusion map f : X →֒ M(i) (induced by the identity idX : X → X) and
the homotopy H satisfy conditions of Definition 7.1, hence there must exist
a homotopy H̃ : X × I → M(i), such that H̃|X×0 = f , and

H̃(i(a), t) = H(a, t), (7.1)

for all a ∈ A, t ∈ I.
Observe, that for t > 0, the map H(−, t) : A→ M(i) is a homeomorphism

onto its image. Fix t > 0, say t = 1. The inverse ĩ of the map i : A→ i(A) is

now given by taking the composition of the maps H̃(−, 1) : i(A)→ M(i) and
H−1(−, 1) : A× 0→ A.

Indeed, on one hand we have ĩ ◦ i = H−1(−, 1) ◦ H̃(−, 1) ◦ i = H−1(−, 1) ◦
H(−, 1) = idA, where we used (7.1) for the second equality. On the other

hand, for every a ∈ A we have (i ◦ ĩ)(i(a)) = i((̃i ◦ i)(a)) = i(a), and hence

i ◦ ĩ = idi(A). ⊓⊔

A

Im(j)

M(i)

f
X i(A)

i

A× 0

i

H(−, 1)

j = H(−, 0)

Fig. 7.2. Illustration to the proof of Proposition 7.2.

Let us remark that so far we have made no implicit assumptions on the
topological spaces which we consider. It can be handy to know that when the
space X is Hausdorff, and the inclusion map i : A →֒ X is a cofibration, the
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space A must be closed in X. The proof of this is not difficult and will be
extracted from the proof of Proposition 7.7.

Proposition 7.3. Let A be a subspace of X, then the following statements
are equivalent:

(1) the inclusion map i : A →֒ X is a cofibration;
(2) the mapping cylinder M(i) is a retract of X × I: this means that there

exists a map r : X × I → M(i), such that r ◦ j = idM(i), where j is the
standard inclusion map j : M(i) →֒ X × I.

Proof. Assume first that the inclusion map i : A →֒ X is a cofibration.
Consider maps f : X → M(i) and H : A × I → M(i), where the first one is
induced by the identity map idX : X → X, and the second one identifies the
cylinder A × I with the corresponding cylinder inside the mapping cylinder
M(i). These maps satisfy the conditions of Definition 7.1, hence there must

exist a homotopy H̃ : X × I → M(i) extending maps H and f . Clearly, this

implies that H̃ is the desired retract map: H̃ ◦ j = idM(i).
Conversely, assume that r : X × I → M(i) is the retract map as speci-

fied in (2). Assume furthermore that we are given a map f : X → Y , and
a homotopy H : A × I → Y , such that H(a, 0) = f(a), for all a ∈ A. Define

H̃ : X × I → Y by taking the composition map ψ ◦ r : X × I → M(i) → Y ,
where ψ : M(i)→ Y is the map induced by f together with H. ⊓⊔

7.2 NDR-pairs.

Definition 7.4. A pair of topological spaces (X,A), A ⊆ X, is called an
NDR-pair (which is abbreviating neighborhood deformation retract), if there
exist continuous maps u : X → I (think of it as a separation map) and
h : X × I → X (think of it as a homotopy), such that

(1) A = u−1(0);
“A is the kernel of u”, in particular, A must be closed!

(2) h(x, 0) = x, for all x ∈ X;
“homotopy starts with the identity map”

(3) h(a, t) = a, for all t ∈ I, a ∈ A;
“the entire set A stays pointwise fixed through the homotopy process”

(4) h(x, 1) ∈ A, for all x ∈ X, such that u(x) < 1;
“all points which are close to A, will in the end wander inside A”

Intuitively one can think that (X,A) is an NDR-pair if “one can thicken
A a little bit without changing its topology.”

Example 7.5.
(0) Let X = Rn, and let A be a point, then (X,A) is an NDR-pair.
(1) Let X = [0, 1], A = [0, 1), then (X,A) is not an NDR-pair.
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A

Xu−1(1)

h

Fig. 7.3. Illustration to Definition 7.4.

(2) Let X be the whole real line, and let A = {0}∪{1/n |n ∈ N}, then (X,A)
is not an NDR-pair.

It is a good exercise to show that the inclusion map i : A →֒ X in Ex-
ample 7.5 (1) and (2) is not a cofibration by a direct argument, i.e., without
using Proposition 7.7.

Proposition 7.6. If (X,A) is an NDR-pair, then (X × I, A× I) is an NDR-
pair as well.

Proof. Take the appropriate maps u and h for the NDR-pair (X,A), and
extend them to (X × I, A × I) by simply ignoring the second parameter I,

i.e., we set ũ(x, t) := u(x) and h̃(x, t, p) := h(x, p). ⊓⊔
The next proposition connects the notions of cofibration and NDR-pairs.

Proposition 7.7. Let A be a closed subspace of X, then (X,A) is an NDR-
pair if and only if the inclusion map i : A →֒ X is a cofibration.

Idea of the proof. It might be helpful for the reader to have the following
geometric picture in mind. When thinking of NDR-pairs, imagine the open
neighborhood of A as made of some flexible material, say of rubber, whereas
the outside of the neighborhood is made of some solid material. Then, when-
ever we have a homotopy (read - movement) of A, we can make the rubber
surrounding A move along, stretching or shrinking accordingly, thereby ex-
tending the homotopy of A to the homotopy of the entire space X. We shall
now make this argument formal.

Proof of Proposition 7.7.
Assume first that (X,A) is an NDR-pair. Let u : X → I and h : X × I → X
be appropriate maps. The retraction r : X × I → M(i) is defined by
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r(x, t) :=





(x, t), if x ∈ A or t = 0;

(h(x, 1), t− u(x)), if t ≥ u(x) and t > 0;

(h(x, t/u(x)), 0), if u(x) ≥ t and u(x) > 0.

This map is obviously continuous and satisfies all the required properties.
Assume now that i : A→ X is a cofibration, and let r : X × I → M(i) be

the retraction whose existence is guaranteed by Proposition 7.3. Furthermore,
let p1 : X× I → X and p2 : X× I → I denote the standard projections. Then
we define u : X → I by setting

u(x) := sup
t∈I

(t− p2(r(x, t))),

for an arbitrary x ∈ X. We also define h : X × I → X to be the composition
of the retraction with the first projection map

h(x, t) := p1(r(x, t)).

Let us check that the maps h and u satisfy conditions of Definition 7.4:

(1) u−1(0) = A, since u(x) = 0 means r(x, t) ∈ A × I, for all t > 0. On the
other hand, A×I is closed in X×I, hence r(x, 0) ∈ A×I as well, implying
x ∈ A;

(2) h(x, 0) = p1(r(x, 0)) = p1(x, 0) = x, for all x ∈ X;
(3) h(a, t) = p1(r(a, t)) = p1(a, t) = a, for all t ∈ I, a ∈ A;
(4) if u(x) < 1, then p2(r(x, 1)) > 0, hence p1(r(x, t)) ∈ A. ⊓⊔

7.3 Important facts involving cofibrations

There are several statements which intuitively seem likely to always be true,
which in fact require the extra condition that the maps are cofibrations. Here
is the first one.

Proposition 7.8. If (X,A) is an NDR-pair, and A is contractible, then the
quotient map q : X → X/A is a homotopy equivalence.

Proof. Let a0 ∈ A. By our assumptions A contracts to a0, let us denote the
contraction map c : A×I → A. Let H : X×I → X be the map which extends
this contraction. It exists, since i : A →֒ X is a cofibration. The map H(−, 1)
takes entire A to a0, hence it induces a map p : X/A → X. The map p is
a homotopy inverse of the map q. The homotopy idX ≃ p ◦ q is given by H,
and the homotopy idX/A ≃ q ◦ p is induced by H, since HA×I ⊆ A. ⊓⊔

The intuitive statement that “taking a cone is the same as taking a quo-
tient” can also be made precise as follows.
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Corollary 7.9. If (X,A) is an NDR-pair, then the quotient map q :
Cone(i)→ X/A is a homotopy equivalence.

Proof. It is easy to see that if (X,A) is an NDR-pair, then (Cone(i), C) is an
NDR-pair as well, where C the actual cone inside of Cone(i), i.e., the image
of A× I under the structural quotient map (A× I)∐X → Cone(i). Indeed,
if u : X → I and h : X × I → X are the appropriate maps for the NDR-pair
(X,A), as in Definition 7.4, the corresponding maps ũ : Cone(i) → I and

h̃ : Cone(i) × I → Cone(i) are extensions of u and h. Simply set ũ to be 0,

and set h̃ to be identity map, on the interior of the attached cone.
Since we have a homeomorphism Cone(i)/C ∼= X/A, which commutes

with the quotient maps, and C is contractible inside of Cone(i), the corollary
follows from Proposition 7.8. ⊓⊔

Next proposition states a fundamental property of CW pairs.

Proposition 7.10. Let (X,A) be a CW pair. Then there exists a strong de-
formation retraction of X×I onto X×{0}∪A×I. In particular, the inclusion
map i : A →֒ X is a cofibration.

Proof. The topological space X × I has a natural CW structure with cells
labeled σ × {0}, σ × {1}, and σ × (0, 1), where σ is an open cell of X. To get
X × {0} ∪ A × I from X × I, we need to remove cells of the type σ × (0, 1)
and σ × {1}, where σ is not a cell in A. This can be done starting from the
top-dimensional cells σ ∈ X \A, and moving down in dimension.

At each step, a removal of a pair of cells (σ × {1}, σ × (0, 1)) is a strong
deformation retraction of σ̄ × I onto σ × {0} ∪ ∂σ × I, where σ̄ denotes the
closure of the open cell σ. It can be visualized as follows: let Bn be a unit ball,
take a radial projection of Bn × [0, 1] onto Bn × {0} ∪ ∂Bn × I, and attach
this cylinder onto σ × {0} ∪ ∂σ × I using the identity map on I and on the
interior of Bn, and the characteristic map of σ on ∂Bn. ⊓⊔

A further intuitive statement is that the homotopy type of spaces obtained
by gluing over a map should not change if the map is replaced by a homotopic
one.

Proposition 7.11. Let (X,A) be a CW pair. Let Y be an arbitrary topological
space, and assume that continuous maps f, g : A → Y are homotopic. Then
the spaces X ∪f Y and X ∪g Y are homotopy equivalent.

Proof. Let H : A × I → Y denote a homotopy between the maps f and g,
and consider the space Z = (X × I)∪H Y . Since (X,A) is a CW pair, Propo-
sition 7.10 implies the existence of a strong deformation retraction of X × I
onto X ×{0}∪A× I. This induces a strong deformation retraction of Z onto
(X × {0} ∪A× I) ∪H Y = X ∪f Y .

On the other hand, symmetrically, a strong deformation retraction ofX×I
onto X × {1} ∪ A × I induces a strong deformation retraction of Z onto
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(X × {1} ∪ A × I) ∪H Y = X ∪g Y . Hence we can conclude that X ∪f Y is
homotopy equivalent to X ∪g Y . ⊓⊔

An important corollary of Proposition 7.11 concerns the homotopy type
of CW complexes.

Corollary 7.12. Homotopy type of a CW complex does not change if the cell
attachment maps are replaced by the homotopic maps.

Proof. This is immediate if we take the constructive definition of CW com-
plexes, and use Proposition 7.11 to deform the attaching maps.

In fact, one can get a very explicit picture. Assume that we are attaching
a cell en to a CW complex X over the cell’s boundary sphere Sn−1. Let
H : A× I → Y denote the homotopy between the maps f and g. We set

ϕ(λv) :=

{
2λv, for 0 ≤ λ ≤ 1/2,

H(v, 2λ− 1), for 1/2 ≤ λ ≤ 1,
(7.2)

where v denotes any unit vector, and we set ϕ(x) := x, for all x ∈ X. Then
the map ϕ : X ∪g en → X ∪f en is a homotopy equivalence. ⊓⊔

7.4 The relative homotopy equivalence.

The concept of homotopy equivalence can be made relative.

Definition 7.13. Let X and Y be topological spaces, and let A be a subspace
of both X and of Y . A continuous map f : X → Y , such that f |A = idA,
is called a homotopy equivalence rel A, if there exists a continuous map
g : Y → X, such that

(1) g|A = idA;
(2) there exists a homotopy from idX to g ◦ f , which keeps A fixed, that is

H(a, t) = a for all a ∈ A;
(3) there exists a homotopy from idY to f ◦ g, which keeps A fixed.

The next theorem will be our main technical tool for proving all sorts of
gluing statements.

Theorem 7.14. Suppose that (X,A) and (Y,A) are both NDR-pairs, and that
we have a continuous map f : X → Y , such that

(a) f is a homotopy equivalence;
(b) f |A = idA.

Then f is a homotopy equivalence rel A.



108 7 Cofibrations

Proof. The proof is broken into following steps: first, we construct a map
g : Y → X, which satisfies g|A = idA, then we check the conditions (2) and
(3) of Definition 7.13.

To start with, let h : Y → X be some homotopy inverse of f . It exists since
we assumed that f is a homotopy equivalence. Since h is a homotopy inverse,
there exists a homotopy H : X × I → X, such that H(−, 0) = h ◦ f , and
H(−, 1) = idX . When restricted to A, this is a homotopy H|A×I : A× I → X
between maps h|A and idA (since f |A = idA). Set HA := H|A×I .

We have assumed that (Y,A) is an NDR-pair, so, by Proposition 7.7, the
inclusion map i : A →֒ Y has a homotopy extension property. Therefore, there
exists a homotopy G : Y × I → X, which extends h and HA, i.e., such that
G(−, 0) = h, and G|A×I = HA. Set g := G(−, 1) : Y → X. By construction,
g is homotopic to h, and g|A = idA.

Next, we check the condition (2) of Definition 7.13. First, we would like
to make it crystal clear, why there is anything to be checked at all. The
thing is, that even though we know that g ◦ f is homotopic to idX , and that
g◦f |A = idA, we cannot be sure that the homotopy between g◦f and idX will
fix A along the way. In fact usually this will not happen, however, fortunately,
we only need to show the existence of such a homotopy. The idea now is to
start with some homotopy, and then transform it to another homotopy, one
which will fix A along the way. To achieve this we will need homotopy of
homotopies.

Consider the homotopies connecting maps

g ◦ f ! h ◦ f ! idX , (7.3)

where the first homotopy is taken to be G(−, 1 − t) ◦ f , and the second ho-
motopy is taken to be H. When these homotopies are restricted to A, we get
a sequence

idA ! h! idA, (7.4)

where the first homotopy is HA(−, 1− t), and the second one is HA. A crucial
observation now is that the homotopies in (7.4) are time inverses of each other;
this follows from the fact that the homotopy G extended the homotopy HA.

Having noticed this property of the homotopies in (7.4), we shall now
describe their deformation. The idea is that, instead of homotoping the map
idA all the way to h and then the same way back, we can start stopping short
of reaching h, homotop the same way back, and then wait the remaining time
at idA. The point where we stop will be at time 1 − t, so that at time 0 we
simply stand at idA, thus having reached our goal.

Formally, we define Ω : (A× I)× I → X as follows:

Ω(−, t1, t2) =





idA, if t1 + t2 ≥ 1;

HA(−, 1− 2t1), if 2t1 + t2 ≤ 1;

HA(−,−1 + 2t1 + 2t2), if 2t1 + t2 ≥ 1 ≥ t1 + t2;
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see Figure 7.4 for the graphic illustration of this deformation.
Now, we need the homotopy of homotopies Ω̃ : (X×I)×I → X extending

the homotopy (7.3) along the homotopy of homotopies Ω. Recall, that by one
of the previous exercises, (X × I, A× I) is an NDR-pair, hence the inclusion
map A×I →֒ X×I is a cofibration. This implies the existence of the extension
Ω̃. To get H̃ we trace Ω̃ along the western, northern, and eastern (following
the latter in the opposite direction) sides of the square:

H̃(x, t) =





Ω̃(x, 0, 3t), if 0 ≤ t ≤ 1/3;

Ω̃(x, 3t− 1, 1), if 1/3 ≤ t ≤ 2/3;

Ω̃(x, 1, 3− 3t), if 2/3 ≤ t ≤ 1.

This way we obtain a homotopy X × I → X, which takes g ◦ f to idX ,
fixing A along the way. In other words, we verified that g ◦ f ∼ idX rel A.
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Fig. 7.4. The homotopy of homotopies in the proof of Theorem 7.14.

Finally, we need to check the condition (3) of Definition 7.13. The same
way, as in the previous check of the condition (2), we have a homotopy f ◦g !

f ◦ h ! idY , however, this time we cannot be sure that on A the homotopy
process breaks down into two symmetric parts (here symmetric means that
the two parts are time reverses of each other). Indeed, f ◦ g ! f ◦ h by
f ◦ G(−, 1 − t), but f ◦ h ! idY by some other homotopy R, which exists
since h is a homotopy inverse of f , and enjoys no a priori known properties.

This means we must repeat the very first step, i.e., getting a homotopy
inverse to satisfy condition (1), as well. This time around we have to do it for
the pair (g, f) instead of the pair (f, h). As a result we find a map f̃ : X → Y ,
such that f̃ |A = idA and f̃ ◦ g ! idY rel A (before we found g in this way).
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We have f̃ ∼ f̃ ◦ (g ◦ f) = (f̃ ◦ g) ◦ f ∼ f rel A. Hence f ◦ g ∼ f̃ ◦ g ∼ idY rel
A (since f ∼ f̃ rel A and g|A = idA). ⊓⊔

We are now ready to derive two important corollaries.

Corollary 7.15. (Subspace retraction).
When (X,A) is an NDR-pair, the inclusion map i : A →֒ X is a homotopy
equivalence if and only if A is a strong deformation retract of X.

Proof. Applying Theorem 7.14 to the map i : A →֒ X gives that i is actually
a homotopy equivalence relative to A. This means that there exists a map r :
X → A which is a homotopy inverse of i relative to A. Untangling definitions,
this translates to r|A = idA, and i◦ r ∼ idX rel A, which means precisely that
A is a strong deformation retract of X. ⊓⊔

Corollary 7.16. (Mapping cylinder retraction).
A continuous map between topological spaces f : X → Y is a homotopy equiv-
alence if and only if X is a strong deformation retract of the mapping cylin-
der M(f).

Proof. First notice that the inclusion i : X →֒ M(f), given by i(x) =
(x, 0), is a cofibration. Simply set u(x, t) := t, u(y) := 1, h(x, t1, t2) :=(
x,max

(
2t1−t2
2−t2

, 0
))

, and h(y, t2) := y.

Second, both j : Y →֒ M(f) and r : M(f)→ Y are homotopy equivalences.
Since f = r ◦ i and i ∼ j ◦ f , this implies that f is a homotopy equivalence if
and only if i is. This, using Corollary 7.15, proves the statement. ⊓⊔
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Principal Γ -bundles and Stiefel-Whitney
characteristic classes

This chapter is in no way intended to be a comprehensive introduction into
the subject of principal bundles and characteristic classes. Rather, we have
tried to assemble a number of relevant results to entice the reader to consult
the standard texts. Most of the given proofs are sketchy, though the proofs of
the statements which are needed for later applications are complete.

8.1 Locally trivial bundles

8.1.1 Bundle terminology

In many situations the considered topological space has some additional as-
sociated structure which is locally trivial, but may contain some important
information when considered globally. In such a case, the concept of a bundle
may turn out to be useful.

Definition 8.1. Let B and F be topological spaces. A locally trivial fiber
bundle over B with fiber F is a topological space E together with a contin-
uous map p : E → B, such that for every x ∈ B there exists an open neighbor-
hood U of x, for which p−1(U) is homeomorphic to U ×F , and the restriction
of p to p−1(U) is the standard projection onto the first term p : U × F → U .

Under the conditions of Definition 8.1, the space B is called the base
space, the space F is called the fiber, and the space E is called the total space.
The map p is called the canonical projection associated to the fiber bundle.
Sometimes we denote the bundle by the triple (E,B, p), and sometimes we
give it a separate name. We shall always assume that the spaces E, B, and F
allow CW structures, and that p is a cellular map.

We shall only consider locally trivial bundles, hence we will just say “fiber
bundle”, or sometimes just “bundle”. In some texts one allows a slightly more
general type of bundles, where the fibers may be different over various path-
connected components of B. We shall not make use of this generality.
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The first, and the simplest example of a bundle is that of a direct product
E = B × F , with the canonical projection being the projection onto the first
term. Not surprisingly, this bundle is called a trivial bundle.

Example 8.2.

(1) The squaring map S1 → S1, defined by z 7→ z2, gives a fiber bundle with
E ∼= B ∼= S1, and the fiber F ∼= S0; this bundle is shown on the left of
Figure 8.1.

(2) The projection of a Möbius band onto the middle circle is a fiber bundle
with the Möbius band being the total space, the base space B ∼= S1, and the
fiber F ∼= [0, 1]; this bundle shown on the right of Figure 8.1.

Fig. 8.1. Examples of fiber bundles.

8.1.2 Types of bundles

The fiber bundles are often distinguished by the allowed type of fiber. For ex-
ample, one can have spherical bundles , where the fiber is a sphere of a certain
dimension. Another possibility is to take a discrete set as a fiber. The study
of such bundles is the subject of the theory of covering spaces.

A very important and frequently studied type of bundles are the vector
bundles. In this case the fiber is required to have the structure of a vector
space (usually over real or over complex numbers), and the homeomorphism
p−1(U) ∼= U ×F is required to be a vector space isomorphism for each x ∈ U .

Example 8.3.

(1) The following are two distinct real line bundles (i.e., vector bundles whose
fibers are R1) over S1: the trivial bundle and the twisted bundle, where the
line changes orientation after passing once around the circle, cf. Figure 8.1.
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(2) A prominent (and original) instance of vector bundles are the so-called
tangent bundles. Intuitively, for a manifold M ⊆ Rt of dimension n, one takes
E ⊆M×Rt to be the totality of all tangent spaces to points inM . We refer to
[MSta74] for a precise and intrinsic (i.e., independent of particular embedding
of M) definition of the tangent bundle.

8.1.3 Bundle maps

The next definition describes perhaps the single most important operation on
fiber bundles.

Definition 8.4. Let α = (E,B, p) be a fiber bundle, and assume that we have

a continuous map ϕ : B̃ → B. We define a fiber bundle with B̃ as a base space
by taking the total space

Ẽ := {(b̃, e) | b̃ ∈ B̃, e ∈ E, ϕ(b̃) = p(e)} ⊆ B̃ × E,

and letting p̃ : Ẽ → B̃ to be the projection onto the first term.
We call this bundle the pullback of α along the map ϕ, and denote it by

ϕ∗α. We also set ϕ∗E := Ẽ.

Another name for the bundle ϕ∗α is the bundle induced from α by the
map ϕ.

Definition 8.5. Assume that we have two fiber bundles α1 = (E1, B1, p1)
and α2 = (E2, B2, p2). A bundle map f from α1 to α2 is a pair of maps
f = (fE , fB), fE : E1 → E2, and fB : B1 → B2 such that following diagram
commutes

E1
fE−−−−→ E2

p1

y p2

y

B1
fB−−−−→ B2

and furthermore fE induces homeomorphisms on fibers, i.e., for any b ∈ B1,
the restriction fE : p−1

1 (b)→ p−1
2 (fB(b)) is a homeomorphism.

As a whole we obtain a category of fiber bundles and bundles maps. It
is customary to fix the fiber and consider all bundles with this fiber. One
can also additionally fix the base space and consider the category of all fiber
bundles with a given fiber over this base space.

Definition 8.6. Given two fiber bundles α1 = (E1, B1, p1) and α2 =
(E2, B2, p2), a bundle map f = (fE , fB) from α1 to α2 is called a bundle
isomorphism if both maps fE and fB are homeomorphisms.

An important special case of Definition 8.6 arises when B1 = B2 and
fB = idB . We can therefore speak of isomorphism classes of bundles over
a fixed base space.
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Proposition 8.7. Assume that we have two fiber bundles α1 = (E1, B1, p1),
α2 = (E2, B2, p2), and a bundle map f = (fE , fB) from α1 to α2. Then α1 is
isomorphic to the induced map f∗Bα2.

Proof. The bundle isomorphism is given by the map

p1 × fE : E1 −→ f∗BE2 ⊆ B1 × E2,

where e 7→ (p1(e), fE(e)). It is well-defined since fB ◦ p1 = p2 ◦ fE . We leave
the verification that this is an isomorphism to the reader. ⊓⊔

Theorem 8.8. Assume that α = (E,B, p) is a fiber bundle, and that we have

two continuous maps f, g : B̃ → B, such that f is homotopic to g. Then the
pullback bundles f∗α and g∗α over B̃ are isomorphic.

Proof. This is a standard argument in Fiber Bundle Theory. We refer for
example to [Ste51] for details. ⊓⊔

Theorem 8.9. Any fiber bundle over a contractible base space is trivial.

Proof. Assume that α = (E,B, p) is a fiber bundle, and assume that B is
contractible. Let q : B → B be a map which takes the whole space B to
some point b ∈ B. By our assumptions, the maps q and idB are homotopic. It
follows by Theorem 8.8 that the pullbacks q∗α and id∗Bα are isomorphic. On
the other hand, we see that q∗α is a trivial bundle, and id∗Bα = E. ⊓⊔

8.2 Elements of the Principal Bundle Theory

8.2.1 Principal bundles and spaces with a free group action

The bundles become rigid and have interesting structure theory when the
fibers are groups which coherently acts on itself.

Definition 8.10. Let Γ be a topological group. A principal Γ -bundle is
a fiber bundle (E,B, p) with Γ -action on E, such that

(1) the group Γ acts on fibers, i.e., p(g(e)) = p(e) for all e ∈ E, g ∈ Γ ;
(2) the group Γ acts locally trivially, i.e., for all b ∈ B there exists a neigh-

borhood U of b, for which there exists a Γ -homeomorphism h : p−1(U)→
U × Γ , where the Γ -action on U × Γ is the multiplication of the second
term, such that the diagram on Figure 8.2 commutes.

As we shall see later, already the principal Z2-bundles may contain useful
information.

Definition 8.11. Given two principal Γ -bundles α1 and α2, a bundle map
f = (fE , fb) between α1 and α2 is called a principal Γ -bundle map if the
map fE is Γ -invariant.
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p−1(U) U × Γ

U

p

h

pr1

Fig. 8.2. The commuting diagram for Definition 8.10, where pr1 denotes the pro-
jection onto the first term.

The notion of bundle isomorphism generalizes straightforwardly by re-
quiring that the isomorphism map is Γ -invariant. To summarize: we have
a category of principal Γ -bundles as objects and principle Γ -bundle maps as
morphisms.

An alternative way to describe this category is by considering spaces with
a free action of the group Γ . Consider a regular CW complex X with a cellular
action of a finite group Γ . As mentioned in Chapter 4, a structural way to
visualize such an action is to view it as a functor from the category associated
to the group Γ (it has one object and morphisms in bijection with elements
of Γ , composition law corresponds the group multiplication) to the category
of regular CW complexes and cellular maps. This functor maps the unique
object of the category associated to Γ to X, and it maps the morphisms to the
cellular maps ofX into itself. When no confusion arises, we shall simply denote
these maps with the group element itself. In some cases, for example when
the group acts on different spaces and these actions need to be distinguished,
we shall write γX , indicating that here the specific action on the complex X
is considered.

If desired, the Γ -action can be made to be simplicial by passing to the
barycentric subdivision, (cf. [Bre72, Hat02]). For the interested reader we
remark here that sometimes one takes the barycentric subdivision even if the
original action already is simplicial. The main point of this is that one can
make the action enjoy an additional property: if a simplex is preserved by one
of the group elements, then it must be pointwise fixed by this element.

Definition 8.12. We say that a topological space X is a Γ -space if Γ acts
on X and this action is free, meaning that for every x ∈ X, and γ ∈ Γ , such
that γ is different from the identity element, we have γx 6= x.

Furthermore, when X and Y are two Γ -spaces, and f : X → Y is
a continuous map, we call f a Γ -map if, additionally, it commutes with
the corresponding Γ -actions, that is, for every x ∈ X and γ ∈ Γ , we have
f(γXx) = γY f(x).

It is easily checked that the composition of two Γ -maps is again a Γ -map,
and that Γ -spaces, together with Γ -maps form a category, which we call Γ -Sp.



116 8 Principal Γ -bundles and Stiefel-Whitney characteristic classes

8.2.2 Classifying space of a group

For any topological group Γ one can construct a contractible space EΓ on
which the group Γ acts freely. This space EΓ is called total space of the
universal bundle of Γ . The terminology comes from the fact that one has
a principal Γ -bundle with the base space EΓ/Γ and the total space EΓ which
one calls the universal bundle of Γ .

Definition 8.13. The quotient space EΓ/Γ is called the classifying space
of the group Γ . It is denoted by BΓ .

The classifying space of Γ is also known as the associated Eilenberg-
MacLane space, or K(Γ, 1)-space, see e.g., [AM94, Bre93, GeM96, Hat02,
McL95, May99, Wh78].

There are various ways to find the space EΓ with desired properties.
A prominent one is the so-called Milnor construction:

EΓ := Γ ∗ Γ ∗ Γ ∗ . . . ,

where the infinite join is to be interpreted as a colimit if the Γ -invariant
embedding sequence

Γ →֒ Γ ∗ Γ →֒ Γ ∗ Γ ∗ Γ →֒ . . . , (8.1)

with the embedding maps being identity on the initial terms, and the diagonal
Γ -action.

For future reference, we recall the standard way to encode points in joins
of topological spaces. Assume that X is a join of topological spaces {Ti}i∈I ,
where I is either finite, or countable, in which case the join is defined by
ordering elements of I and taking the appropriate colimit of partial joins.
The points of X can be encoded as sequences {cixi}i∈I , where xi ∈ Ti for all
i ∈ I, and the numbers ci are the barycentric coordinates, i.e., 0 ≤ ci ≤ 1,∑
i∈I ci = 1, and only finitely many ci are different from 0. The topology is

naturally reflected in this encoding: small variations of points in X correspond
to small variations of points xi and small changes of coordinates.

Proposition 8.14. The space EΓ obtained by the Milnor construction is con-
tractible.

Proof. It is easy to see that a join of a k-connected space with a non-empty
one is always (k+1)-connected, and that a join of any two non-empty spaces
has to be connected. It follows that an n-fold join of Γ with itself is (n− 2)-
connected, and therefore all the homotopy groups of EΓ are trivial. Since
EΓ has a natural structure of CW complex it follows by Corollary 6.32 of
Whitehead Theorem that EΓ is contractible.

It is also easy to present a concrete contraction of the space EΓ . One
can construct a homotopy from the identity map to the map which maps the
entire EΓ to some point in EΓ in two steps:



8.2 Elements of the Principal Bundle Theory 117

Step 1. The identity map of EΓ into itself is homotopic to the map ϕ under
which the ith factor is mapped identically to the (2i)th factor, i.e.,

(c1x1, c2x2, c3x3, . . . ) 7→ (0, c1x1, 0, c2x2, 0, c3x3, 0, . . . ).

The homotopy can be constructed as an infinite sequence of factor shifts in
the same way in the proof of Theorem 8.17.

Step 2. Let x be any point of Γ . The map ϕ is homotopic to the one taking all
points of EΓ to the point (x, 0, 0, . . . ). A concrete homotopy is obtained by
simply letting all points of EΓ with 0 as the first coordinate to “slide towards”
the point (x, 0, 0, . . . ), namely the map H : [0, 1]×EΓ → EΓ is defined by

H(t, (0, c1x1, c2x2, c3x3, . . . )) := (tx, (1− t)c1x1, (1− t)c2x2, (1− t)c3x3, . . . ),

for all t ∈ [0, 1]. ⊓⊔
One alternative to Milnor construction is to take a trisp whose n-simplices

are indexed by all sequences [g0, g1, . . . , gn], gi ∈ Γ , and the boundary map is
just skipping elements. The Γ -action can be defined by

g · [g0, . . . , gn] = [g · g0, . . . , g · gn].

The quotient of this space BΓ = EΓ/Γ coincides with the nerve of the one-
object category which we have previously associated to an arbitrary group.

It seems that there is some choice involved in picking the “right” space EΓ .
Quite on the contrary, the next theorem, which we give here without a proof,
states all these choices lead to essentially the same object.

Theorem 8.15. Assume E1 and E2 are both contractible Γ -spaces. Then
there exists a Γ -invariant homotopy equivalence between E1 and E2, in par-
ticular E1/Γ and E2/Γ are homotopy equivalent.

Perhaps the most important property of the space EΓ , and the associated
principal Γ -bundle, is its universality. The next proposition states one half
of the universality property: every principal Γ -bundle can be mapped to the
universal one.

Proposition 8.16. Whenever X is a CW complex with a free cellular Γ -
action, there exists a Γ -invariant map w : X → EΓ . Moreover, if d is the
dimension of X, then the map w can be constructed so that its image is con-
tained in the first d+ 1 factors of EΓ = Γ ∗ Γ ∗ . . . .

Proof. A map w with required properties can be constructed by induction
over the skeleta of X. To start with, pick one vertex from each Γ -orbit in the
0-skeleton of X. Map these vertices to the vertex (x, 0, 0, . . . ) ∈ EΓ , where
x is some chosen vertex of Γ . Then extend the map to the entire 0-skeleton
of X in the unique Γ -invariant way.
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Now we describe how to extend the map to the d-skeleton of X, under
the assumption it has already been defined for the (d− 1)-skeleton. Since the
Γ -action on X is cellular, the set of d-cells of X is a disjoint union of Γ -orbits.
The extension is now done orbit by orbit.

Assume O is an orbit to which we would like to extend the map w. Pick
an arbitrary d-cell σ ∈ O. The map w is defined on the boundary of σ, which
is homeomorphic to Sd−1 before σ is attached, hence to extend w to σ we just
need to extend this map from the sphere Sd−1 to the map from the disk Bd.
This can be always done, since the (d−1)th homotopy group of EΓ is trivial.
There is now a unique way to extend w to the rest of the orbit O by using
the Γ -invariance of w.

Since we are only using the triviality of the (d− 1)th homotopy group to
find the extension, the image of the extension of the map w to the d-skeleton
can be chosen to lie within the first d+ 1 factors of EΓ = Γ ∗ Γ ∗ . . . . ⊓⊔

The next theorem covers the other part of universality: the bundle map to
the universal bundle is unique up to homotopy.

Theorem 8.17. For an arbitrary Γ -space X, any two Γ -maps f, g : X → EΓ
are Γ -homotopic. In particular, the induced quotient maps f/Γ, g/Γ : X/Γ →
EΓ/Γ = BΓ are homotopic.

Proof. Let the maps f, g have the form

f(x) = (c1(x)f1(x), c2(x)f2(x), . . . )

and
g(x) = (d1(x)g1(x), d2(x)g2(x), . . . ),

and consider new maps defined by

f̃(x) = (c1(x)f1(x), 0, c2(x)f2(x), 0, . . . )

and
g̃(x) = (0, d1(x)g1(x), 0, d2(x)g2(x), 0, . . . ).

We can construct a homotopy from f̃ to f in infinitely many steps. As a first
step take the homotopy

H(t, x) := (c1(x)f1(x), tc2(x)f2(x), (1− t)c2(x)f2(x), tc3(x)f3(x), . . . ),

for all t ∈ [0, 1]. This shifts down the terms so as to eliminate the first 0 from
the definition of f̃ . As further steps we take the homotopies which shift down
the terms and eliminate further 0’s from left to right. If the image of f was
contained in the join of finitely many terms Γ , then only finitely many steps
are needed. Otherwise, we observe that each point is kept fixed in all but
finitely many homotopies.
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Concatenating all these homotopies together we see that f is homotopic
to f̃ . Analogously we can see that g is homotopic to g̃. It is now easy to find
a homotopy H̃ between f̃ and g̃. For example, one can take

H̃(t, x) := (tc1(x)f1(x), (1− t)d1(x)g1(x), tc2(x)f2(x), (1− t)d2(x)g2(x), . . . ),

for all t ∈ [0, 1]. ⊓⊔
We are now ready to state what is often referred to as the main structure

theorem for principal bundles.

Theorem 8.18. (Principal bundle classification theorem)
Let X be a CW complex. The function P from the set of homotopy classes of
maps from X to BΓ , [X,BΓ ], to the set of isomorphism classes of principal
Γ -bundles over X, which takes each continuous map f : X → BΓ to the
pullback of the universal bundle over BΓ along f , is a bijection.

Proof. To start with, P is well-defined, since by Theorem 8.8 it takes homo-
topic maps f, g : X → BΓ to isomorphic principal Γ -bundles.

Furthermore, the map P is surjective, since by Proposition 8.16 for any
principal Γ -bundle over X we can find a bundle map to the universal bundle,
and therefore, by Proposition 8.7, the initial bundle over X can be obtained
as the pullback of the universal one.

Finally, a fairly direct application of Theorem 8.17 implies that the map
P is injective. ⊓⊔

8.2.3 Special cohomology elements

Passing to cohomology, we see that the induced map (w/Γ )∗ : H∗(BΓ ) →
H∗(X/Γ ) does not depend on the choice of w, and thus, the image of (w/Γ )∗

consists of some canonically distinguished cohomology elements.

Definition 8.19. For z ∈ H∗(BΓ ), we let w(z,X) denote the element
(w/Γ )∗(z), which we call characteristic class associated to z.

Let Y be another regular CW complex with a free action of Γ , and assume
that ϕ : X → Y is a Γ -invariant map. By Proposition 8.16 there exists a Γ -
map v : Y → EΓ . Hence, in addition to the map w : X → EΓ , we also
have a composition map v ◦ ϕ. Passing on to the quotient map and then
to the induced map on cohomology, we get yet another map ((v ◦ ϕ)/Γ )∗ :
H∗(BΓ ) → H∗(X/Γ ). However, as we mentioned above, the map on the
cohomology algebras does not depend on the choice of the original map to EΓ .
Thus, since ((v ◦ ϕ)/Γ )∗ = (ϕ/Γ )∗ ◦ (v/Γ )∗, we have commuting diagrams,
see Figure 8.3, and therefore we have proved the following proposition.

Proposition 8.20. Whenever X and Y are Γ -spaces, and whenever ϕ : X →
Y is a Γ -map, we have
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H∗(X/Γ )X Y

EΓ

v ◦ ϕ

ϕ

v

H∗(BΓ )

(v/Γ )∗

(ϕ/Γ )∗

H∗(Y/Γ )

((v ◦ ϕ)/Γ )∗

Fig. 8.3. Functoriality of characteristic classes.

w(z,X) = (ϕ/Γ )∗(w(z, Y )), (8.2)

where z is an arbitrary element of H∗(BΓ ).

In other words the characteristic classes associated to a finite group action
are natural, or, as one sometimes says, functorial. This is a very important and
useful property. For example, it allows one to find algebraic obstruction to the
existence of Γ -equivariant maps, by computing the appropriate characteristic
classes.

8.2.4 Z2-spaces and the definition of Stiefel-Whitney classes

Specifying Γ := Z2 in Definition 8.12, we see that a Z2-space X is a CW
complex equipped with a fixed point free involution, that is with a continuous
map γ : X → X, such that γ2 is an identity map. Correspondingly, we have
Z2-maps, as continuous maps which commute with these involutions, and
a category of Z2-spaces as objects, and Z2-maps as morphisms, which is called
Z2-Sp.

Let us now assume that we would like to construct line bundles over the
base space B, which is given as an abstract simplicial complex. We consider
the open covering of B by open stars of vertices of B. Since the open stars are
contractible, by Theorem 8.9 the line bundle will be trivial when restricted
to each star. Therefore, all we need to do is to start with trivial bundles over
open stars and then specify how these glue together along the intersections
of two open stars. Such a specification is a choice for each intersecting pair,
whether the bundles glue preserving orientations or reversing them. Any choice
of specifications will define a total bundle as long as it is coherent over the
triple intersections.

Clearly, the same combinatorial data describes all possible Z2-principal
bundles. Therefore, we can freely switch between these two families of bundles.
Starting from the line bundle, the associated Z2-principal bundle is obtained
by replacing each line by the unit sphere S0. Reversely, starting from a Z2-
principal bundle, the associated line bundle is obtained by “sticking in a line”
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into each fiber, with this line oriented away from the identity element towards
the nontrivial element of Z2.

There are many classical examples of Z2-spaces. A central one is that of
a n-dimensional sphere, with the antipodal map x 7→ −x playing the role of
the structural involution. We denote this one by Sna . Note that the embedding
sequence (4.3) from Section 4.4 can be viewed as the Z2-invariant embedding
sequence

S1a
i1→֒ S2a

i2→֒ · · · in−1→֒ Sna
in→֒ Sn+1

a

in+1→֒ . . . , (8.3)

since the maps in, as they were defined in (4.2), are automatically Z2-maps.
This means that we can extend the antipodal map to the infinite-dimensional
sphere as well. We denote the obtained Z2-space by S∞a .

Specifying Γ = Z2 in the considerations above, we get a Z2-map w : X →
S∞a = EZ2. Furthermore, we have the induced quotient map

w/Z2 : X/Z2 → S∞a /Z2 = RP∞ = BZ2. (8.4)

Let us remark, that the infinite-dimensional projective space RP∞, appearing
in (8.4), could also be defined as a colimit of the embedding sequence of the
finite-dimensional projective spaces

RP1 i1/Z2→֒ RP2 i2/Z2→֒ · · · in−1/Z2→֒ RPn
in/Z2→֒ RPn+1 in+1/Z2→֒ . . . , (8.5)

which is obtained from the embedding sequence (8.3) by taking the Z2-
quotient.

The crucial fact now is that, in this particular case, the induced Z2-algebra
homomorphism

(w/Z2)
∗ : H∗(RP∞;Z2)→ H∗(X/Z2;Z2)

is determined by very little data. Namely, let z denote the nontrivial cohomol-
ogy class inH1(RP∞;Z2). ThenH

∗(RP∞;Z2) ≃ Z2[z] as a graded Z2-algebra,
with z having degree 1. We denote the image (w/Z2)

∗(z) ∈ H1(X/Z2;Z2)
by ̟1(X). Obviously, the whole map (w/Z2)

∗ is determined by the ele-
ment ̟1(X).

Definition 8.21. The element ̟1(X) ∈ H1(X/Z2;Z2) is called the Stiefel-
Whitney class of the Z2-space X.

Clearly, ̟k
1 (X) = (w/Z2)

∗(zk). Furthermore, by the general observation,
if Y is another Z2-space, and ϕ : X → Y is a Z2-map, then (ϕ/Z2)

∗(̟1(Y )) =
̟1(X).

As an example we can quickly compute ̟1(S
n
a), for an arbitrary nonneg-

ative integer n. First, for dimensional reasons, ̟1(S
0
a) = 0. So we assume

n ≥ 1. Next, we have Sna/Z2 = RPn. The cohomology algebra H∗(RPn;Z2) is
generated by one element β ∈ H1(RPn;Z2), with a single relation βn+1 = 0.
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Finally, the standard inclusion map ι : Sna →֒ S∞a is Z2-equivariant, and in-
duces another standard inclusion ι/Z2 : RPn →֒ RP∞. Identifying RPn with
the image of ι/Z2, we can think of it as the n-skeleton of RP∞. Thus the
induced Z2-algebra homomorphism (ι/Z2)

∗ : H∗(RP∞;Z2) → H∗(RPn;Z2)
maps the canonical generator ofH1(RP∞;Z2) to β, and hence we can conclude
that ̟1(Sna) = β.

8.3 Properties of Stiefel-Whitney classes

8.3.1 Borsuk-Ulam theorem, index, and coindex

The Stiefel-Whitney classes can be used to determine the nonexistence of
certain Z2-maps. The following theorem is an example of such situation.

Theorem 8.22. (Borsuk-Ulam).
Let n and m be nonnegative integers. If there exists a Z2-map ϕ : Sna → Sma ,
then n ≤ m.

Proof. Choose representations for the cohomology algebras H∗(RPn;Z2) =
Z2[α], andH

∗(RPm;Z2) = Z2[β], with the only relations on the generators be-
ing αn+1 = 0, and βm+1 = 0. Since the Stiefel-Whitney classes are functorial,
we get (ϕ/Z2)

∗(̟1(Sma )) = ̟1(Sna).
On the other hand, by the computation in the Subsection 8.2.4, we have

̟1(S
n
a) = α, and ̟1(S

m
a ) = β. So (ϕ/Z2)

∗(β) = α, and hence

αm+1 = (ϕ/Z2)
∗(β)m+1 = (ϕ/Z2)

∗(βm+1) = 0.

Finally, since αn+1 = 0 is the only relation on α, this yields the desired
inequality m ≥ n. ⊓⊔

The Borsuk-Ulam Theorem makes the following terminology useful for
formulating further obstructions to maps between Z2-spaces.

Definition 8.23. Let X be a Z2-space.
• The index of X, denoted IndX, is the minimal integer n, for which there
exists a Z2-map from X to Sna .
• The coindex of X, denoted CoindX, is the maximal integer n, for which
there exists a Z2-map from Sna to X.

Assume that we have two Z2-spaces X and Y , and that γ : X → Y is
a Z2-map, then, we have the inequality

CoindX ≤ IndY.

Indeed, if there exists Z2-maps ϕ : Sna → X, and ψ : Y → Sma , then the
composition
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Sna
ϕ−→ X

γ−→ Y
ψ−→ Sma

yields a Z2-map between two spheres with antipodal actions, hence, by the
Borsuk-Ulam Theorem, we can conclude that n ≤ m. In particular, taking
Y = X, and ϕ = id, we get the inequality

CoindX ≤ IndX,

for an arbitrary Z2-space.

8.3.2 Stiefel-Whitney height

The following number is a standard benchmark for comparing Z2-spaces with
each other.

Definition 8.24. Let X be an arbitrary nonempty Z2-space. The Stiefel-
Whitney height of X (or simply the height of X), denoted h(X), is defined
to be the maximal nonnegative integer h, such that ̟h

1 (X) 6= 0. If no such h
exists, then the space X is said to have infinite height.

For example, we have h(Sna) = n, for all nonnegative integers n. We remark
that for a nonempty Z2-space X we have ̟1(X) = 0 if and only if no con-
nected component of X is mapped onto itself by the structural Z2-action, in
other words the structural involution must be swapping the connected com-
ponents of X. In this case, consistently with Definition 8.24, we will say that
the height of X is equal to 0.

As mentioned before, if X and Y are two arbitrary Z2-spaces, and ϕ : X →
Y is an arbitrary Z2-map, then the Stiefel-Whitney characteristic classes are
functorial, i.e., we have (ϕ/Z2)

∗(̟1(Y )) = ̟1(X), which in particular implies
the inequality

h(X) ≤ h(Y ).

We note that, for an arbitrary Z2-space X, the existence of a Z2-
equivariant map Sna → X implies n = h(Sna) ≤ h(X), whereas the existence of
a Z2-equivariant map X → Sma implies m = h(Sma ) ≥ h(X). This can be best
summarized with the inequality

Coind (X) ≤ h(X) ≤ Ind (X).

8.3.3 Higher connectivity and Stiefel-Whitney classes

Many results giving topological obstructions to graph colorings had the k-
connectivity of some space as the crucial assumption. We describe here an
important connection between this condition and non-nullity of powers of
Stiefel-Whitney classes.

First, it is trivial, that if X is a non-empty Z2-space, then one can equi-
variantly map S0a to X. It is possible to extend this construction inductively to
an arbitrary Z2-space, in the way analogous to our proof of Proposition 8.16.
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Proposition 8.25. Let X and Y be two regular CW complexes with a free
Z2-action, such that for some k ≥ 0, we have dimX ≤ k, and Y is (k − 1)-
connected. Assume further that we have a Z2-map ψ : X(d) → Y , for some
d ≥ −1. Then, there exists a Z2-map ϕ : X → Y , such that ϕ extends ψ.

Please note the following convention used in the formulation of Proposi-
tion 8.25: d = −1 means we have no map ψ (in other words, X−1 = ∅), hence
no additional conditions on the map ϕ.

Proof. By assumption, the cellular structure on X is Z2-invariant. We con-
struct ϕ inductively on i-skeleton of X, for i ≥ d+ 1. If d = −1, we start by
defining ϕ on the 0-skeleton as follows: for each orbit {a, b} consisting of two
vertices of X, simply map a to an arbitrary point y ∈ Y , and then map b to
γ(y), where γ is the free involution of Y .

Assume now that ϕ is defined on the (i−1)-skeleton of X, and extend the
construction to the i-skeleton as follows. Let (σ, τ) be a pair of i-dimensional
cells of X, such that γσ = τ . The boundary ∂σ is a (i−1)-dimensional sphere.
By our assumptions i− 1 ≤ dimX − 1 ≤ k − 1, hence the restriction of ϕ to
∂σ extends to σ. Finally, we extend ϕ to the second cell τ by applying the
involution γ: ϕ|τ := (ϕ|σ) ◦ γ. ⊓⊔

Corollary 8.26. Let X be a Z2-space, and assume X is (k − 1)-connected,
for some k ≥ 0. Then there exists a Z2-map ϕ : Ska → X. In particular, we
have ̟k

1 (X) 6= 0.

Proof. Since Ska is k-dimensional, the statement follows immediately from
Proposition 8.25. To see that ̟k

1 (X) 6= 0, recall that the Stiefel-Whitney
classes are functorial, therefore we have (ϕ/Z2)

∗(̟k
1 (X)) = ̟k

1 (S
k
a), and the

latter has been verified to be nontrivial. ⊓⊔
The Corollary 8.26 explains the rule of thumb that, whenever dealing

with Z2-spaces, the condition of k-connectivity can be replaced by the weaker
condition that the (k + 1)-th power of the appropriate Stiefel-Whitney class
is different from 0.

8.3.4 Combinatorial construction of Stiefel-Whitney classes

Let us describe how the construction used in the proof of Proposition 8.25
can be employed to obtain an explicit combinatorial description of the Stiefel-
Whitney classes.

LetX be a regular CW complex and a Z2-space, and denote the fixed point
free involution on X by γ. As mentioned above, one can choose a simplicial
structure on X, such that γ is a simplicial map. We define a Z2-map ϕ : X →
S∞a following the recipe above.

Take the standard Z2-equivariant cell decomposition of S∞a with two an-
tipodal cells in each dimension. Divide X(0), the set of the vertices of X, into
two disjoint sets X(0) = A∪B, such that every orbit of the Z2-action contains
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exactly one element from A and one element from B. Let {a, b} be the 0-
skeleton of S∞a , and map all the points in A to a, and all the points in B to b.
Call the edges having one vertex in A, and one vertex in B, multicolored, and
the edges connecting two vertices in A, resp. two vertices in B, A-internal,
resp. B-internal.

Let {e1, e2} be the 1-skeleton of S∞a . One can then extend ϕ to the 1-
skeleton as follows. Map the A-internal edges to a, map the B-internal edges
to b. Note that the multicolored edges form Z2-orbits, 2 edges in every orbit.
For each such orbit, map one of the edges to e1 (there is some arbitrary choice
involved here), and map the other one to e2.

Since the Z2-action on the space X is free, the generators of the cochain
complex C∗(X/Z2;Z2) can be indexed with the orbits of simplices. For an ar-
bitrary simplex δ we denote by τδ the generator corresponding to the orbit of
δ; in particular, τγ(δ) = τδ.

The induced quotient cell decomposition of RP∞ is the standard one, with
one cell in each dimension. The cochain z∗, corresponding to the unique edge
of RP∞, is the generator (and the only nontrivial element) of H1(RP∞;Z2).
Its image under (ϕ/Z2)

∗ is simply the sum of all orbits of the multicolored
edges:

̟1(X) = (ϕ/Z2)
∗(z∗) =

∑

multicolored e

τe, (8.6)

where the sum is taken over representatives of Z2-orbits of multicolored edges,
one representative per orbit.

To describe the powers of the Stiefel-Whitney classes, ̟k
1 (X), we need

to recall how the cohomology multiplication is done simplicially. In fact, to
evaluate ̟k

1 (X) on a k-simplex (v0, v1, . . . , vk), we need to evaluate ̟1(X) on
each of the edges (vi, vi+1), for i = 0, . . . , k−1, and then multiply the results.
Thus, the only k-simplices, on which the power ̟k

1 (X) evaluates nontrivially,
are those whose ordered set of vertices has alternating elements from A and
from B. We call these simplices multicolored. We summarize

̟k
1 (X) =

∑

multicolored σ

τσ, (8.7)

where the sum is taken over representatives of Z2-orbits of multicolored k-
dimensional simplices, one representative per orbit.

8.4 Suggested reading

We refer the reader to the wonderful book of tom Dieck, [tD87], for further
details on equivariant maps and associated bundles. We also recommend the
classical book of Milnor&Stasheff, [MSta74], as an excellent source for the
theory of characteristic classes of vector bundles. The generalities on bundles,
including principal bundles, can be found in [Ste51].
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Combinatorial complexes melange

A principal constituent of the subject of Combinatorial Algebraic Topology is
the fact of existence of a large variety of complexes, whose description is purely
combinatorial. In this chapter we survey many different situations in which
complexes defined by combinatorial data arise. While a certain attempt to
structure this set of examples is taken, a complete classification is impossible,
due to the nature of the subject.

9.1 Abstract simplicial complexes

9.1.1 Simplicial flag complexes

Perhaps the simplest situation of an abstract simplicial complex derived from
a combinatorial data is that of a flag complex. For a graph G and a subset
S ⊆ V (G) of its vertices, we let G[S] denote the corresponding induced graph.

Definition 9.1. Given an arbitrary graph G, we let Cl(G) denote the abstract
simplicial complex, whose set of vertices is V (G), and whose simplices are all
subsets S ⊆ V (G), such that G[S] is a complete graph.

The abstract simplicial complex Cl (G) has various names: it is called
a flag complex in Algebraic Topology, while it is called a clique complex in
Combinatorics, prompted by the fact that clique is another term used in Graph
Theory for complete subgraphs.

Given a graph G, its complement G is the graph with the same set of
vertices, such that (v, w) is an edge of G if and only if v 6= w and (v, w) is
not an edge of G. A set of vertices S ⊆ V (G) is called independent if for all
v, w ∈ S we have (v, w) /∈ E(G).

Definition 9.2. For an arbitrary graph G, the independence complex of
G, called Ind(G), is the abstract simplicial complex, whose set of vertices is
V (G), and simplices are all the independent sets (anticliques) of G.
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Since independent sets of G are the same as the cliques of G, we see that
Ind (G) is isomorphic to Cl (G) as an abstract simplicial complex.

9.1.2 Order complexes

Definition and examples

Another classical way to describe an abstract simplicial complex by combina-
torial data is that of the order complex of a poset. Recall, that for a poset
P , the set S ⊆ P is called a chain, if S is totally ordered with respect to the
partial order of P . The following is the special case of Definition 15.5.

Definition 9.3. Let P be a poset. Define ∆(P ) to be the abstract simplicial
complex, whose vertices are all elements of P , and whose simplices are all
finite chains of P , including the empty chain. The complex ∆(P ) is called the
order complex of P .

Example 9.4.

• The order complex of a totally ordered set A with n elements is a sim-
plex ∆A.

• Let On = {a11, . . . , a1n, a21, . . . , a2n}, with the partial order generated by
api > aqi+1, for all p, q ∈ {1, 2}, i = 1, . . . , n− 1. Then the order complex of
the poset On is the join of n copies of S0. This can be realized as a polytope
called cross-polytope, in particular, it is homeomorphic to Sn−1.

• Let n ∈ N, and let Bn to be the set of all subsets of [n], partially ordered
by inclusion. One can see that the abstract simplicial complex ∆(B̄n) is
isomorphic to the barycentric subdivision of the boundary of an (n − 1)-
simplex, in particular, it is homeomorphic to Sn−2.

Fig. 9.1. Order complexes of O3 and B4 \ {∅, [4]}.
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• Let n ∈ N, the partition lattice Πn is the partially ordered set, whose
elements are all set partitions of the set [n], and the partial order is that
of refinement. The partition lattice has a minimal element {1}{2} . . . {n}
and a maximal element [n]. See Figure 9.2 for the first few examples. It will
later be shown that ∆(Π̄n) is homotopy equivalent to a wedge of (n− 1)!
copies of Sn−2.

12

1,2
1,2,3

1,2313,212,3

1,2,3

Π4Π3Π2

Fig. 9.2. Partition lattices.

Order complexes of posets are special cases of flag complexes, which appear
in many contexts. Let us mention two of these here.

Connections to the theory of subspace arrangements

First, the topology of order complexes of certain lattices plays a role in the
theory of arrangements. Namely, let A = {A1, . . . , An} be a collection of
finitely many linear subspaces in kd, where k = R or k = C, such that Ai 6⊇ Aj
for i 6= j. Such a collection is called a subspace arrangement. Depending on
the choice of the field k one speaks of a real or a complex arrangement. The
topological spaceMA := kd\∪ni=1Ai is called the complement of arrangement
A, and its algebraic invariants are of interest in various applications.

The intersection data of a subspace arrangement may be represented by
a lattice, recall Definition 4.22.

Definition 9.5. To an arbitrary subspace arrangement A = {A1, . . . , An} in
k
d one can associate a partially ordered set LA, called the intersection lat-

tice of A. The set if elements of LA is

{K ⊆ k
d | ∃ I ⊆ [n], such that

⋂

i∈I

Ai = K} ∪ {kd}
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with the order given by reversing inclusions: x ≤LA
y if and only if x ⊇ y.

In particular, the minimal element of LA is k
d, and the maximal element is⋂

K∈AK.

The intersection lattice of an arrangement is in fact a lattice in the order-
theoretic sense. For example, if we take the special hyperplane arrangement
Ad−1, called the braid arrangement, consisting of all hyperplanes xi = xj , for
1 ≤ i < j ≤ d, then the intersection lattice is precisely the partition lattice
Πd, independently of the choice of the field k.

The following theorem describes the cohomology groups of the complement
of a subspace arrangement in terms of the homology groups of the order
complexes of the intervals in the corresponding intersection lattices.

Theorem 9.6. Let A be a subspace arrangement in Cd, or in Rd, and let LA

denote its intersection lattice, then

H̃i(MA) ≃
⊕

x∈L≥0̂
A

H̃codimR(x)−i−2(∆(0̂, x)). (9.1)

The formula (9.1) is also known as the Goresky-MacPherson formula.
A real subspace arrangement A in Rd can always be complexified by tak-
ing the linear subspaces in Cd defined by the same equations as those in A.
The complexified arrangement has the same intersection lattice, and therefore
we obtain the following proposition as a direct consequence of the Goresky-
MacPherson formula.

Proposition 9.7. For any real subspace arrangement, the sum of Betti num-
bers of its complement is equal to the sum of Betti numbers of the complement
of its complexification.

The complement of the real hyperplane arrangement is just a union of
contractible spaces: these are the pieces into which the hyperplanes cut the
Euclidean space. Proposition 9.7 implies that the sum of the nonreduced Betti
numbers of the complement of the complexification of a real hyperplane ar-
rangement is equal to the number of these pieces. For instance, the braid
arrangement Ad−1 cuts Rd into d! pieces, indexed by all possible orderings of
the coordinates, therefore the sum of the Betti numbers of the complex braid
arrangement is equal to d!.

Posets of subgroups

The following family of posets appeared in the context of Homological Group
Theory.

Definition 9.8. For a group G, and a prime p, we denote by Sp(G) the poset
of all nontrivial p-subgroups of G, i.e., the subgroups whose cardinality is
a power of p. Furthermore, we let Ap(G) denote the poset of all nontrivial
elementary abelian p-subgroups of G.
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It turns out that the abstract simplicial complex ∆(Ap(G)) is homotopy
equivalent to ∆(Sp(G)). This has lead to several investigations of these and
other posets of various families of subgroups of a given group G. More specif-
ically, one is trying to understand and to formalize connections between the
group-theoretic properties of the considered families of subgroups, and the
topological properties of the order complexes of the corresponding posets.

9.1.3 Complexes of combinatorial properties

Another prominent combinatorial procedure to describe abstract simplicial
complexes is the following. Let Ω be a set of combinatorial objects of some
kind, equipped with an equivalence relation of isomorphism, and assume that
we have a function F which associates to each object from Ω a subset of some
universe set V . Any collection C of the isomorphism classes in Ω gives rise to
an abstract simplicial complex ∆(C) as follows:

σ ⊆ V is a simplex of ∆(C) if and only if it is contained in F (A) for
some object A whose isomorphism class is in C.

As an example, let Ω be the set of all unoriented graphs on n vertices,
where n is fixed. We take V to be the set of all ordered pairs (i, j), such that
1 ≤ i < j ≤ n, and we let F map a graph to its set of edges. The isomorphism
relation on Ω is the usual graph isomorphism. Frequently one specifies the
collection of isomorphism classes C as above in a compact way by simply
taking all graphs satisfying some graph property.

Naturally, the examples are endless, and easy to make up. One instance,
which has appeared in Knot Theory, comes from the graph property of be-
ing disconnected. It can be shown that the complex of disconnected graphs
on n vertices is homotopy equivalent to the order complex of the partition
lattice Πn, see Proposition 13.15.

Another option is to let Ω be the set of oriented graphs on n vertices, again
for fixed n. This time we take V to be the set of all ordered pairs (i, j), such
that 1 ≤ i, j ≤ n, i 6= j, and let F map each oriented graph to its set of edges.
Again, the isomorphism relation is the usual oriented graph isomorphism,
and any property of oriented graphs will yield an abstract simplicial complex
along the described scheme. One of the examples, which has appeared in the
literature, is the complex of directed forests.

9.1.4 The neighborhood and the Lovász complexes

The following construction was one of the first ones used for to export topo-
logical ideas to Graph Theory.

Definition 9.9. Let G be a graph. The neighborhood complex of G is the
abstract simplicial complex N (G) defined as follows: its vertices are all non-
isolated vertices of G, and its simplices are all the subsets of V (G) which have
a common neighbor.
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Let N(v) denote the set of neighbors of v, i.e.,

N(v) = {x ∈ V (G) | (v, x) ∈ E(G)}.

Then, the maximal simplices of N (G) are precisely the maximal elements
N(v), for v ∈ V (G). Furthermore, for an arbitrary subset A ⊆ V (G), we let
N(A) denote the set of common neighbors of A, i.e.,

N(A) = ∩v∈AN(v).

This gives an order-reversing map N : F(N (G))→ F(N (G)). It can be seen
that N3 = N , cf. Proposition 17.23, and that N2(A) ⊇ A, for any A ⊆ V (G).

Definition 9.10. The complex ∆(N(F(N (G)))) is called the Lovász com-
plex of G and is denoted by Lo(G).

As we shall see in Subsection 13.2.2, the abstract simplicial complex
Bd (N (G)) collapses onto the complex Lo(G).

9.1.5 Complexes arising from matroids

In many situations the following concept turns out to be the right formaliza-
tion.

Definition 9.11. A matroid M on a finite ground set V is a non-empty
collection I of subsets of V , such that every subset of a set in I is in I as well,
and such that the following augmentation property is satisfied: if σ, τ ∈ I, and
|σ| > |τ |, then there exists x ∈ σ \ τ , such that τ ∪ {x} ∈ I. The elements of
I are called independent sets.

By Definition 9.11 the independent sets of a matroid form an abstract
simplicial complex. The maximal independent sets, and hence the maximal
simplices of the associated complex, are called the bases of the matroid. It can
be shown that this abstract simplicial complex is always homotopy equivalent
to a wedge of spheres of the dimension equal to the dimension of the matroid
minus one.

9.1.6 Geometric complexes in metric spaces

A number of abstract simplicial complexes used in Discrete and Computa-
tional Geometry, as well as in Computational Topology has gained prominence
in the recent years. These complexes are defined starting from some data in
a metric space. Strictly speaking, in current applications the input data is not
combinatorial, but rather geometric. However, due to a profusion of metric
spaces in combinatorial contexts, we include the definitions of these families
of abstract simplicial complexes.
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Definition 9.12. Let M be a metric space, and assume that we are given
a set S of points in M , and a nonnegative real number t. The Rips complex
Rt(S) is the abstract simplicial complex, whose set of vertices is S, and σ ⊆ S
is a simplex if and only if the distance between any two points in σ does not
exceed t.

Clearly, the Rips complex is a special case of a flag complex, with the
underlying graph being the graph of all edges which are not longer than t. It
is most frequently used to vary the parameter t between 0 and∞ and then to
study the occurring filtrations of the simplex with the set of vertices S, often
using the gadget of persistent homology.

Sometimes the complex Rt(S) is called Vietoris-Rips complex. A possible
variation on the Rips complex is to take as simplices those sets of vertices
which are contained in a closed ball with radius t.

We shall write a pair (c, r2) to denote a closed ball in a metric space,
where c ∈ M denotes the center, and r is the radius. Given a point x ∈ M ,
and a closed ball B = (c, r2), we set the weighted square distance between x
and B to be sd(x,B) := d(x, c)2 − r2.

Consider now a collection of closed balls B = {Bi}ni=1 in a metric space
M , where Bi = (ci, r

2
i ), ci’s are their centers, and ri’s are their radii. For each

ball Bi we define its weighted Voronoi region1 as

VBi
:= Bi ∩ {x ∈M | sd(x,Bi) ≤ sd(x,Bj), for all j ∈ [n]}.

Clearly, the weighted Voronoi regions give a closed covering of the union
of the balls Bi. The nerve of this covering, see Definition 15.14, is denoted by
D(B), and is called the dual complex of this ball collection. This is an abstract
simplicial complex, whose vertices are indexed by the balls {Bi}ni=1, and such
that σ is a simplex in D(B) if and only if the intersection of the corresponding
weighted Voronoi regions is non-empty. In the special case, when the radii are
taken to be large and equal, the complex D(B) is also called the Delaunay
triangulation.

In the Euclidean space, it can be seen that the weighted Voronoi regions
and all their intersections are contractible, therefore it follows by the Nerve
Lemma 15.21 that the dual complex of a ball collection is homotopy equivalent
to the union of these balls.

Next definition gives an extension of these ideas which turned out to be
very useful in concrete applications.

Definition 9.13. Let B = {Bi}ni=1, Bi = (ci, r
2
i ), be a collection of balls in

a metric space, and let α be a real parameter, the alpha complex Dα(B) is
defined to be the dual complex of the ball collection Bα = {(ci, r2i + α)}ni=1.

As parameter α varies from −∞ to 0 and on to∞, the corresponding alpha
complex goes from the empty set to the dual complex of the ball collection,

1 our terminology may differ in minor details from the one used in the literature.
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and on to the Delaunay triangulation associated to the set of the centers of
the balls, providing an interesting filtration of the latter, which became the
subject of intense study.

Finally, we give a construction which is very recent, yet has already proved
itself to be beneficial. Let M be a metric space, and assume that we are given
two sets of points A,B ⊆ M , such that all distances d(x, y), x ∈ A, y ∈ B,
are different; this is just a genericity condition.

Definition 9.14. The abstract simplicial complex W (A,B), called the wit-
ness complex, consists of all subsets σ ⊆ B, such that for any τ ⊆ σ there
exists a point w in A which “witnesses” τ in the following sense: every point
in τ is closer to w than every point in B \ τ .

The points in A are called data points, and the points in B are called
landmark points. Usually one assumes that there are many more data points
than the landmark ones.

An alternative way to think of Definition 9.14 is the following. Assume
that we have n data points and N landmark points. Every data point induces
an order on the landmark points: just sort them with respect to their distances
to that point. Every such ordering can be visualized as a path in the Hasse
diagram of the Boolean lattice BN , starting from the point nearest to the
chosen data point, then proceeding to the union of the two closest ones, then
on to the three closest ones and so on. Now, the witness complex W (A,B) is
the maximal abstract simplicial complex whose face poset is contained in the
union of these paths.

On Figure 9.3 we show an example with N = 4 landmark points, which
are drawn solid black, and n = 5 witness points, which are drawn white.
On the right of that same figure we see the witness complex of that point
configuration. On Figure 9.4 we show the corresponding Boolean algebra with
fat paths indicating the 5 paths corresponding to the witness points.

In concrete successful applications of the witness complex, the crux of the
matter is in the choice of the landmark points, and many ingenious strategies
have been devised.

9.1.7 Combinatorial presentation by minimal non-simplices

There is a dual presentation of abstract simplicial complexes, namely instead
of describing those sets of vertices which are simplices, one can then specify
those which are not, with the rule that if A is not a simplex and B ⊇ A, then
B is not a simplex either. This if often handy in the combinatorial context
since the description of the minimal non-simplices is at times more compact
than that of maximal simplices.

For example, the minimal non-simplices in flag complexes are all of cardi-
nality 2: these are the pairs of vertices which are not connected by an edge. As
a consequence, for the order complexes of posets the minimal non-simplices
are pairs of non-comparable elements.
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Fig. 9.3. A point configuration and its witness complex.
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Fig. 9.4. The Boolean algebra with paths corresponding to the point configuration
from Figure 9.3.

Also for the complexes of combinatorial properties, the description can
be more succinct when it uses the forbidden patterns instead of the allowed
ones. For example, for the complex of disconnected graphs, the minimal non-
simplices correspond to spanning trees. For the complex of directed forests,
the minimal non-simplices are all pairs of directed edges which have the same
end vertex, together with all directed cycles.

The neighborhood complex of a graph is an example where this dual de-
scription is not useful. On the other hand, the matroid complex is an example
where both descriptions are frequently used, depending on the circumstances.
The dual presentation in this case uses the term of circuits, which play the
role of the minimal non-simplices, and goes as follows.
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Definition 9.15. A matroid M on a finite ground set V is a collection C
of non-empty subsets of V , called circuits, such that no proper subset of
a circuit is a circuit, and, if x ∈ C1∩C2, for some C1, C2 ∈ C, C1 6= C2, then
(C1 ∪ C2) \ {x} contains a circuit.

The minimal non-simplices in Rips complexes are pairs of vertices at a dis-
tance exceeding the parameter t, whereas the alpha complexes and the witness
complexes do not seem to benefit from the dual presentation.

9.2 Prodsimplicial complexes

In recent years several families of complexes which appeared in Combinatorics
were not simplicial, but rather prodsimplicial.

9.2.1 Prodsimplicial flag complexes

Just like in the simplicial case, there exists a canonical way to associate a prod-
simplicial complex to a graph.

Definition 9.16. Let G be an arbitrary graph. We define the prodsimplicial
complex PF (G) as follows: the graph G is taken to be the 1-dimensional skele-
ton of PF (G), and the higher dimensional cells are taken to be all those prod-
ucts of simplices, whose 1-dimensional skeleton is contained in the graph G.
The complex PF (G) is called prodsimplicial flag complex of G.

The prodsimplicial flag construction allows one to specify a prodsimplicial
complex by a relatively compact set of data. The reader should note that while
a simplicial complex is always also a prodsimplicial complex, a simplicial flag
complex is usually not a prodsimplicial flag complex. An example of that is
provided by a hollow square.

9.2.2 Complex of complete bipartite subgraphs

First, we define a well-known concept in the generality which we need here.

Definition 9.17. Let A,B ⊆ V (G), A,B 6= ∅. We call (A,B) a complete
bipartite subgraph of G, if for any x ∈ A, y ∈ B, we have (x, y) ∈ E(G),
i.e., A×B ⊆ E(G).

In particular, note that all vertices in A∩B are required to have loops, and
that the edges between the vertices of A (or of B) are allowed, see Figure 9.5.

Let G be a finite graph. Recall that ∆V (G) is a simplex whose set of
vertices is V (G), in particular, the simplices of ∆V (G) can be identified with
the subsets of V (G). Clearly, ∆V (G)×∆V (G) can be thought of as a polyhedral
complex, whose cells are direct products of two simplices.
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A

B

Fig. 9.5. A complete bipartite subgraph.

Definition 9.18. The complex Bip (G) is the subcomplex of ∆V (G) ×∆V (G)

defined by the following condition: σ × τ ∈ Bip (G) if and only if (σ, τ) is
a complete bipartite subgraph of G.

Note that if (A,B) is a complete bipartite subgraph of G, and Ã ⊆ A,

B̃ ⊆ B, Ã, B̃ 6= ∅, then (Ã, B̃) is also a complete bipartite subgraph of G.
This verifies that Bip (G) is actually a subcomplex.

Example 9.19. Recall that Kn denotes a complete graph on n vertices, and
Ln denotes a string graph on n vertices, i.e., we have V (Ln) = [n], and
E(Ln) = {(i, i+ 1) | i = 1, . . . , n− 1}.
(1) the complex Bip (Ko

1 ) is a vertex, here Ko
1 is the loop graph;

(2) the complex Bip (L3) consists of two disjoint 1-simplices;
(3) the complex Bip (K3) is a hexagon;
(4) the complex Bip (Kn) is isomorphic as a cell complex to the boundary

complex of the Minkowski sum ∆n + (−∆n).

Fig. 9.6. Bip (K4)

The prodsimplicial complex Bip (G) is our first example of the so-called
Hom (−,−)-construction, namely, as a polyhedral complex it is isomorphic to
Hom (K2, G).
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9.2.3 Hom -complexes

The family of the Hom -complexes has recently been very prominent in the
study of obstructions to graph colorings.

Graph homomorphisms

Perhaps the main issue distinguishing graphs from mere 1-dimensional simpli-
cial complexes is that one allows only the rigid maps between them, instead
of considering all possible simplicial maps.

Definition 9.20. For two graphs T and G, a graph homomorphism from
T to G is a map ϕ : V (T )→ V (G), such that if x, y ∈ V (T ) are connected by
an edge, then ϕ(x) and ϕ(y) are also connected by an edge.

In other words, ϕ : V (T ) → V (G) induces ϕ × ϕ : V (T ) × V (T ) → V (G) ×
V (G), and the condition for this map being a graph homomorphism translates
into

(ϕ× ϕ)(E(T )) ⊆ E(G).

Expressed verbally: edges map to edges.

Example 9.21.

(1) The identity map id: G→ G;
(2) The unique map G → Ko

1 , where K
o
1 is the loop graph, i.e., the graph

with one vertex and one edge;
(3) A graph homomorphism ϕ : G → Kn is the same as a vertex coloring

of G with n colors. In particular, the chromatic number of G, denoted
χ(G), is the minimal n, such that there exists a graph homomorphism
ϕ : G→ Kn, see Definition 17.2.

Proposition 9.22. If ϕ : T → G and ψ : G→ H are graph homomorphisms,
then the composition ψ ◦ ϕ : T → H is again a graph homomorphism.

Therefore, as mentioned in Chapter 4 the graphs together with graph
homomorphisms form a category Graphs.

Adding topology

We shall now define Hom (T,G) for an arbitrary pair of graphs T and G. As
a model, we take the definition of Bip (G). Let again∆V (G) be a simplex whose
set of vertices is V (G). Let C(T,G) denote the direct product

∏
x∈V (T )∆

V (G),

i.e., the copies of ∆V (G) are indexed by vertices of T .

Definition 9.23. The complex Hom (T,G) is the subcomplex of C(T,G) de-
fined by the following condition: σ =

∏
x∈V (T ) σx ∈ Hom (T,G) if and only if

for any x, y ∈ V (T ), if (x, y) ∈ E(T ), then (σx, σy) is a complete bipartite
subgraph of G.
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Let us make a number of simple, but fundamental observations about
complexes Hom (T,G).

(1) The topology of Hom (T,G) is inherited from the product topology of
C(T,G). By this inheritance, the cells of Hom (T,G) are products of simplices.

(2) The complex Hom (T,G) is a polyhedral complex, whose cells are indexed
by all functions η : V (T ) → 2V (G) \ {∅}, such that if (x, y) ∈ E(T ), then
η(x) × η(y) ⊆ E(G). The closure of a cell η consists of all cells indexed by
η̃ : V (T )→ 2V (G) \ {∅}, which satisfy η̃(v) ⊆ η(v), for all v ∈ V (T ). We shall
make extensive use of the η-notation.

(3) The points of the topological space Hom (T,G) can be given the following
explicit description. Let v1, . . . , vt be the vertices of the graph T . Let Si ⊆
V (G), for all i = 1, . . . t, such that (Si, Sj) is a complete bipartite graph,
whenever (i, j) is an edge of T . Then (S1, . . . , St) indexes a cell, whose points
are indexed by all tuples (λ(S1), . . . , λ(St)), where for an arbitrary set S, we
let λ(S) denote a convex combination of the points in S.

(4) In the literature there are several different notations for the set of all graph
homomorphisms from a graph T to the graph G. Since an untangling of the
definitions shows that this set is precisely the set of vertices of Hom (T,G), i.e.,
its 0-skeleton, it feels natural to denote it by Hom

(0)(T,G).

(5) On the intuitive level, one can think of each η : V (T )→ 2V (G) \ {∅}, sat-
isfying the conditions of the Definition 9.23, as associating non-empty lists of
vertices of G to vertices of T with the condition on this collection of lists being
that any choice of one vertex from each list will yield a graph homomorphism
from T to G.

(6) The standard way to turn a polyhedral complex into a simplicial one is to
take the barycentric subdivision. This is readily done by taking the face poset
and then taking its nerve (order complex). So, here, if we consider the partially
ordered set F(Hom (T,G)) of all η as in Definition 9.23, with the partial order
defined by η̃ ≤ η if and only if η̃(v) ⊆ η(v), for all v ∈ V (T ), then we
get that the order complex ∆(F(Hom (T,G))) is a barycentric subdivision of
Hom (T,G). A cell τ of Hom (T,G) corresponds to the union of all the simplices
of ∆(F(Hom (T,G))) labeled by the chains with the maximal element τ .

9.2.4 General complexes of morphisms

As mentioned above, one way to interpret the definition of the Hom complexes
is the following: the cells are indexed by the maps η : V (T )→ 2V (G)\{∅}, such
that any choice ϕ : V (T ) → V (G), satisfying ϕ(x) ∈ η(x), for all x ∈ V (T ),
defines a graph homomorphism ϕ ∈ Hom

(0)(T,G). One can generalize this as
follows.

Let A and B be two finite sets, and letM be a collection of some set maps
ϕ : A → B. Let C(A,B) =

∏
x∈A∆

B , where ∆B is the simplex having B
as a vertex set, and copies in the direct product are indexed by the elements
of A.
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Definition 9.24. Let HomM (A,B) be the subcomplex of C(A,B) consisting of
all σ =

∏
x∈A σx, such that any choice ϕ : A → B satisfying ϕ(x) ∈ σx, for

all x ∈ A, yields a map in M .

Intuitively one can think of the map ϕ as the section of σ, and the condition
can then be verbally stated: all sections lie in M .

Clearly, these complexes are prodsimplicial. It will be shown in Sec-
tion 18.1.1 that complexes of morphisms Hom−(−,−) are in fact prodsimplicial
flag complexes.

An example of a complex of morphisms is shown on Figure 9.7. This exam-
ple comes from the following choice of parameters: A = {a, b, c, d}, B = {1, 2},
and a map ϕ : A → B is in M if and only if |ϕ−1(2)| ≤ 2. This collection of
maps cannot be a set of graph homomorphisms for any graphs T and G such
that V (T ) = A and V (G) = B. One can see this as follows. First, since the
map taking all elements in A to 2 is not in M , we conclude that there is no
loop on 2, and that the graph G has edges. Let (x, y) be an edge in T , possi-
bly a loop. The map taking both x and y to 2 and the other vertices to 1 is
allowed, mapping an edge to a vertex without a loop. This is a contradiction.

The complex on Figure 9.7 can be visualized as follows: take a regular
tetrahedron, pick its center of gravity as one of the vertices, and then span 6
rhombi with one of the vertices in this center, and edges of the tetrahedron
as one of the diagonals.

Fig. 9.7. A complex of morphisms.

Here are a few possible specifications of the parameters in the general
construction.
(1) As mentioned above, if we take A and B to be the sets of vertices of two
graphs T and G, and then take M to be the set of graph homomorphisms
from T to G, then HomM (A,B) will coincide with Hom (T,G).

(2) We think of a directed graph G as a pair of sets (V (G), E(G)), such that
E(G) ⊆ V (G)× V (G).
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Definition 9.25. For two directed graphs T and G, a directed graph ho-
momorphism from T to G is a map ϕ : V (T ) → V (G), such that
(ϕ× ϕ)(E(T )) ⊆ E(G).

Let A and B be the sets of vertices of two directed graphs T and G, and
let M to be the set of directed graph homomorphisms from T to G, then
HomM (A,B) is the analog of Hom (T,G) for directed graphs.

For a directed graph G, let u(G) be the undirected graph obtained from
G by forgetting the directions, and identifying the multiple edges. We remark
that for any two directed graphs G and H, the complexes Hom (G,H) and
Hom (u(G), u(H)) are isomorphic, if E(H) is Z2-invariant with respect to the
Z2-action which changes the edge orientations.
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Fig. 9.8. An example of a Hom complex for two directed graphs.

(3) Let A and B be the vertex sets of abstract simplicial complexes ∆1 and
∆2, and letM be the set of simplicial maps from ∆1 to ∆2, then HomM (A,B)
is the analog of Hom (T,G) for the abstract simplicial complexes.

(4) Alternatively, one could also restrict oneself to considering only the “rigid”
simplicial maps ϕ, that is one could request that dim(ϕ(σ)) = dimσ, for
any σ ∈ ∆1.

(5) Recall that a hypergraph with the vertex set V is a subset H ⊆ 2V . Let
A and B be the vertex sets of hypergraphs H1 and H2. There are various
choices for when to call a map ϕ : A→ B a hypergraph homomorphism. Two
possibilities which we mention here are: one could require that ϕ(H1) ⊆ H2,
or one could ask that for any H1 ∈ H1, there exists H2 ∈ H2, such that
ϕ(H1) ⊆ H2. The example (3) is a special case of both. Either way, the
corresponding complex HomM (A,B) provides us with an analog of Hom (T,G)
for hypergraphs.

(6) Let A and B be the vertex sets of posets P and Q, and let M be the set
of order-preserving maps from P to Q (see Definition 10.3), then HomM (A,B)
is the analog of Hom (T,G) for posets.
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9.2.5 Discrete configurations spaces of generalized simplicial
complexes

A standard concept in Algebraic Topology is that of a configuration space.
Here we consider the discrete version.

Definition 9.26. Given a generalized simplicial complex ∆, and a positive
integer n, the discrete configuration space of ∆ is the prodsimplicial sub-
complex of ∆×n, denoted DCn(∆), defined by the condition: σ1 × · · · × σn ∈
DCn(∆) if and only if σi ∩ σj = ∅, for all i, j ∈ [n], i 6= j.

A special case of DCn(∆), when ∆ is 1-dimensional has been a subject of
extensive recent study. In this case the complex is actually cubical - the fact
which can be used with an advantage for applying the methods of Geometric
Group Theory.

We can connect the discrete configuration spaces to Hom -complexes by
noticing that for any generalized simplicial complex ∆, and any positive inte-
ger n we have

DCn(∆) = ∆×n ∩ Hom (Kt,Kn), (9.2)

where t is the number of vertices of ∆.
The identity (9.2) motivates the introduction of the following more general

object.

Definition 9.27. For any generalized simplicial complex ∆ and arbitrary
graphs T and G, we set

Ω(∆,T,G) := ∆×n ∩ Hom (T,G), (9.3)

where n denotes the number of vertices of T . In other words, Ω(∆,T,G) is
the prodsimplicial subcomplex of ∆×n, defined by the condition: σ1×· · ·×σn ∈
Ω(∆,T,G) if and only if whenever (i, j) ∈ E(T ), and v ∈ σi, w ∈ σj, we have
(v, w) ∈ E(G).

As remarked earlier, one special case is Ω(∆,Kt,Kn) = DCn(∆), where t
is the number of vertices of ∆. Another special case is

Ω(∆[n], T,G) = Hom (T,G), (9.4)

where t is the number of vertices in T , and ∆[t] is the simplex with vertex
set [t].

9.2.6 The complex of phylogenetic trees

In this subsection we describe a cubical complex with combinatorial cell struc-
ture, which has been suggested as a systematic framework for studying the
phylogenetic questions in biology.
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Let n be a positive integer, n ≥ 3. We consider all rooted trees, without
vertices of degree 2, whose leaves have been labeled 0 to n, call these n-trees.
The leaf labeled 0 is taken to be the root. We call the vertices which are
not leaves internal vertices, and we call the edges connecting internal vertices
internal edges. In such a tree, the number of internal edges varies between 0
and n− 2. We fix the lengths of non-internal edges to be 1, but we shall allow
the lengths of internal edges to vary.

The trees are considered, as usual, up to isomorphism, that is we do not
take into consideration the particular embedding in the plane. For each iso-
morphism class T we consider an open cube I(T ) whose dimension is equal to
the number of the internal edges. The coordinates in such a cube are indexed
by the internal edges, and we have a bijection between the points of the cube
I(T ) and the trees of type T , where the lengths of internal edges are taken to
be the corresponding coordinates of the point of I(T ).

One can think of this as imposing topology on the space of trees, where
a small perturbation of a point corresponds to small change on the lengths of
the internal edges. One can go a step further and allow the small perturbations
also to create short edges. This corresponds to gluing smaller dimensional
open cubes into the boundaries of the larger cubes. Finally, we can also allow
infinite lengths of edges, and this way close up our cubes by adding cubes at
infinity.

Definition 9.28. For a positive integer n ≥ 3 the above procedure describes
a cubical complex Tn, called the complex of phylogenetic trees.

An example of such complexes is shown on Figure 9.9.
A and B are open in A ∪B,

9.3 Regular trisps

Many of the complexes which arise in Combinatorics have the structure of
regular trisps, allowing a completely combinatorial description. Let us describe
one of the most prominent examples. As we have seen, one way to present
an abstract simplicial complex by combinatorial means is to take the order
complex of some poset consisting of combinatorial objects. Almost without
exception this poset allows an action of some finite group, in fact often the
acting group is the finite symmetric group.

Assume now P is a poset and assume that a group G acts on P in an order-
preserving way. Since the order complex construction is functorial, this in turn
will induce a simplicial action on the complex ∆(P ). In fact, it is easy to
see that in this situation the topological quotient has a natural induced cell
structure, with new cells being the orbits of the old cells, and that furthermore
one gets a regular trisp. More details on this will be provided in Chapter 14.

It goes without saying that such quotient complexes serve as a bounti-
ful source of combinatorially defined regular trisps. One example is derived
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1 2 3

0

0

1 2 3

0

3 2 1

0

3 1 2

T3 link of the origin in T4

Fig. 9.9. Complexes of phylogenetic trees.

from the symmetric group action on the partition lattice, the action is in-
duced by the permutation action on the ground set. The obtained regular
trisp ∆(Π̄n)/Sn turns out to be contractible, and even stronger - collapsible.

3, 2

3, 1, 14, 1

2, 2, 1

2, 1, 1, 1

Fig. 9.10. The regular trisp ∆(Π̄5)/S5.

On Figure 9.10 we have pictured the regular trisp∆(Π̄5)/S5. This complex
consists of five triangles: four in the background, and the fifth one is in front
filled with a somewhat darker color. The vertices of this quotient complex
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are indexed with the number partitions of n, these are precisely the Sn-orbits
of the set partitions of n. Several collapsing sequences are readily seen in
this special case. We examine the case of the general n in greater detail in
Section 11.2.

9.4 Chain complexes

In many pivotal combinatorial applications we do not have a geometric pic-
ture, instead algebraic objects, such as chain complexes arise directly. In this
case we are dealing with vector spaces, or more generally, with modules over
some ring, whose bases have some kind of combinatorial indexing, together
with maps between these vector spaces, also these given in a combinatorial
way.

One standard situation in which such objects arise is when one is proceed-
ing with spectral sequence computations. Even if the original subject of study
was a topological space, given by its cell structure, after a suitable filtration
is chosen and the first tableau is set up, we are facing the task of comput-
ing the next tableaux. Once the appropriate differential is understood, this
amounts to computing the homology of a family of chain complexes, each one
given combinatorially. One notable larger instance of this framework is given
in Chapter 20.

Next definition describes a concrete example which arises in a direct way
in the theory of arrangements. Given an arbitrary matroid M , let us describe
how to construct an algebra OS(M), called Orlik-Solomon algebra. First, take
the exterior algebra E(M) generated by all closed sets inM of rank 1. IfM has
no loops and no parallel elements, this is the same as to take all elements ofM
as generators. Assume that we have n generators, which we denote e1, . . . , en,
For any subset S ⊆ [n] we let eS denote the wedge product ei1∧· · ·∧eit , where
S = {i1, . . . , it}, and i1 < · · · < it. The exterior algebra E(M) is equipped
with the standard boundary operator ∂ defined by

∂(x1∧· · ·∧xt) = x2∧· · ·∧xt−x1∧x3∧· · ·∧xt+ · · ·+(−1)t−1x1∧· · ·∧xt−1,

for arbitrary generators xi. Next, consider the ideal IOS of E generated by all
the boundaries of circuits. Note that since x1 ∧∂(x1 ∧ · · · ∧xt) = x1 ∧ · · · ∧xt,
for arbitrary generators xi, this ideal includes eS for all dependent sets S.

Definition 9.29. The quotient algebra OS(M) := E(M)/IOS is called Orlik-
Solomon algebra of the matroid M .

Since the ideal IOS is graded, the quotient OS(M) inherits the natural
grading. We denote the graded parts by OSi(M).

Definition 9.30. Assume that we are given an arbitrary mA and B are open
in A∪B,atroid M , and a weight function w, associating a real number to each
closed set in M of rank 1. Its Orlik-Solomon algebra OS(M) can be made into
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a cochain complex {OSi(M), ∂i}∞i=0, called Orlik-Solomon cochain com-
plex, by taking multiplication by the element w(e1)e1 + · · ·+ w(en)en as the
coboundary operator.

Given a hyperplane arrangement A, we know that its intersection lattice
is a geometric lattice, hence one can associate to A a matroid M(A), whose
closed sets correspond to the elements of the intersection lattice. It is known
that in certain non-degenerate cases the cohomology of the Orlik-Solomon
cochain complex of this matroid coincides with the cohomology of the com-
plement of A, with a local system of coefficients corresponding to the chosen
weights.

An additional natural question which arises in the context of the combina-
torially defined chain complexes is that of geometric interpretation: construct
a geometric framework in which the chain complex at hand can be found.

9.5 Bibliographic notes

One of the first references on partition lattice is [Ore42], see also the paper
of Folkman, [Fol66], where the homology groups of the order complex of Π̄n

were computed.
The classical reference for Theorem 9.6 is the book “Stratified Morse The-

ory” of Goresky and MacPherson, [GoM88].
The literature on posets of subgroups is rather extensive. A good starting

point is still the original paper of Quillen, [Qu78]; see also Shareshian, [Sha02].
For the connection between complexes of disconnected graphs and Knot

Theory, see Vassiliev, [Va93]. Complexes of directed trees first appeared
in [Ko99].

Both neighborhood and Lovász complexes were introduced in [Lov78] in
connection with the resolution of Kneser Conjecture.

The subject of geometric complexes in metric spaces is intensively studied
in various contexts, in particular in Computational Topology. A good entry
point is the monograph of Zomorodian, [Zo05], as well as papers by Carlsson,
Edelsbrunner, Da Silva, Zomorodian, et al, see [CS04b, CZ05, ELZ02].

The term prodsimplicial complexes was introduced in the authors sur-
vey [Ko05a], where also the prodsimplicial flag construction was emphasized.
Complexes of complete bipartite graphs, and, more generally, Hom -complexes
associated to graph homomorphisms, were introduced by Lovász end exten-
sively studied by Babson and the author, see [BK03, BK06, BK04]. General
complexes of morphisms, associated to arbitrary collections of set maps, we
defined by the author in [Ko05a].

The standard reference for the introduction of the complexes of phyloge-
netic trees is Billera, Holmes & Vogtmann, [BHV01], where several of their
aspects were investigated.
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The construction of combinatorial regular trisps in Section 9.3 goes back
to the work of Babson and the author on quotient constructions for partial
orders, see [BK05]. The case ∆(Π̄n)/Sn was specifically the subject of study
in [Ko00].

The Orlik-Solomon algebra and Orlik-Solomon cochain complex are cor-
nerstones of a whole direction within the arrangement theory. We recommend
starting with Orlik & Solomon, [OS80] and Yuzvinsky, [Yuz01], and proceed-
ing with the references in the second paper.

Finally, we mention two general references related to the contents much of
the second part. First, an excellent survey article by Björner, [Bj96], a portion
of the second part is enhanced and updated version of this article. Second,
a textbook by Matoušek, [Ma03], which contains many wonderful applications
of topological methods.
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Acyclic categories

10.1 Basics

Many results in Combinatorial Algebraic Topology have until now been for-
mulated in the context of posets. In this chapter we would like to emphasize
the more general framework of acyclic categories. As we shall see in subse-
quent chapters, no additional difficulties will arise, so there is virtually no
penalty to pay for this generality. On the contrary, the situation gets clarified
and even simplified in some cases, for example, when dealing with quotients
of complexes equipped with group actions in Chapter 14.

Most concepts and constructions involving acyclic categories are intro-
duced in analogy with the ones used in the context of posets. Often these
translate into classical notions of Category Theory, while in some cases they
yield notions which are not all too standard.

10.1.1 The notion of acyclic category

We start by defining the main character of this chapter.

Definition 10.1. A small category is called acyclic if only identity mor-
phisms have inverses, and any morphism from an object to itself is an identity.

We shall always assume that both O(C) andM(C) are finite. This makes
statements and proofs easier, though many results remain valid in the infinite
case as well, either in their original form, or with minor alterations.

Recall from Chapter 4, that any poset P can be viewed as a category in
the following way: the objects of this category are the elements of P , and
for every pair of elements x, y ∈ P , the set of morphisms M(x, y) has pre-
cisely one element if x ≥ y, and is empty otherwise. Clearly, this determines
the composition rule for the morphisms uniquely. When a poset is viewed
as a category in this way, it is of course an acyclic category, and intuitively,
if posets appear to be more comfortable gadgets, one may think of acyclic
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Fig. 10.1. Examples of acyclic categories.

categories as generalizations of posets, with more than one morphism allowed
between the elements, and consequently with a more complicated composition
rule.

Another way to visualize acyclic categories is to think of them as those
which can be drawn on a sheet of paper, with dots indicating the objects, and
straight or slightly bent arrows, all pointing down, indicating the non-identity
morphisms, see examples on Figure 10.1.

It can be shown, and is left to the reader, that a category C is acyclic if
and only if

• for any pair of distinct objects x, y ∈ O(C) at most one of the sets
MC(x, y) andMC(y, x) is non-empty,

• MC(x, x) = {idx}, for all x ∈ O(C).
One way the acyclic categories generalize posets can be formalized as fol-

lows. For any acyclic category C there exists a unique partial order ≥ on the
set of objects O(C), such that MC(x, y) 6= ∅ implies x ≥ y. We denote this
poset R(C). Furthermore, it is immediate that an acyclic category C is a poset
if and only if, for any pair of objects x, y ∈ O(C), the cardinality of the set of
morphismsMC(x, y) is at most 1.

We call a morphism indecomposable if it cannot be represented as a com-
position of two non-identity morphisms. An acyclic category C is called graded
if there is a function r : O(C) → Z, such that whenever m : x → y is a non-
identity indecomposable morphism, we have r(x) = r(y) + 1.

10.1.2 Linear extension of acyclic categories

It is straightforward to generalize the classical notion of linear extension of
posets, see Definition 2.20, to the context of acyclic categories. To underline
this, we are giving here the definition using similar wording.
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Definition 10.2. Let C be an acyclic category. A total order ≻ on the set of
objects of C is called a linear extension of C if for any two distinct objects
x, y ∈ O(C) we have x ≻ y wheneverMC(x, y) 6= 0.

For example, x ≻ y ≻ z ≻ r is a linear extension of the third acyclic
category depicted on Figure 10.1. In fact, the set of linear extensions of C
coincides with the set of linear extensions of R(C).

It is easy to see, for example using induction, that an acyclic category has
at least one linear extension. In a way, a converse of this statement is true as
well: if a category C has a linear extension and every morphism of an object
into itself is an identity, then C must be acyclic.

10.1.3 Induced subcategories of Cat

When working with posets, the following notion is standard.

Definition 10.3. A set map f : P → Q between sets of elements of two posets
is called order-preserving if x > y in P implies f(x) ≥ f(y) in Q.

In the context of acyclic categories the role of order-preserving maps is
played by functors, see Section 4 for their definition. It is an important and
very useful fact that all acyclic categories together with all possible functors
between them form a full subcategory of Cat; we call that category AC.

We can also consider all posets, and all possible functors between them.
This is also a full subcategory of Cat, which we shall call Posets. The func-
torial properties provide one of explanations for the wide occurrence and ac-
cepted usefulness of the order-preserving maps, as opposed to, for example,
order-reversing ones.

Sometimes it is useful to further restrict our attention to the subcategories
consisting only of finite acyclic categories, or posets. The subcategory of finite
posets is the one in which most of Combinatorial Algebraic Topology has been
done until now.

10.2 The regular trisp of composable morphism chains in
an acyclic category

The appearance of acyclic categories in Combinatorial Algebraic Topology is
in large part motivated by the existence of a construction which associates to
each acyclic category a geometric object, more precisely a regular trisp.

10.2.1 Definition and first examples

The next definition is a special case of a more general construction of the
nerve of a category.
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Definition 10.4. Let C be an acyclic category. The nerve1of C is a regular
trisp, denoted ∆(C), which is constructed as follows.

• The set of vertices of ∆(C) is precisely the set of objects of C.
• For k ≥ 1, the set of k-simplices Sk(∆(C)) is the set of all composable

morphism chains consisting of k non-identity morphisms. The boundary
(k − 1)-simplices of such a simplex σ = (a0

m1−→ a1
m2−→ · · · mk−→ ak) are

indexed by composable morphism chains of 3 types:

(1) the morphism chain a0
m1−→ · · · mt−1−→ at−1

mt+1◦mt−→ at+1
mt+2−→ · · · mk−→ ak

obtained by skipping the object at, for t = 1, . . . , k − 1, and composing
the adjacent morphisms;

(2) the morphism chain a1
m2−→ a2

m3−→ · · · mk−→ ak obtained by skipping the
first object a0 and the adjacent morphism;

(3) the morphism chain a0
m1−→ · · · mk−2−→ ak−2

mk−1−→ ak−1 obtained by skip-
ping the last object ak, along with its adjacent morphism.

The (k − 1)-simplex indexed by the composable morphism chain skipping
the object ai, for i = 0, . . . , k is glued to σ by the map Bfi(σ), where
fi : [k] →֒ [k + 1] is the order-preserving injection skipping the index i.

It is easy to see that this description yields a well-defined regular trisp,
according to Definition 2.47. Indeed, a k-simplex indexed by a composable
morphism chain a0

m1−→ a1
m2−→ · · · mk−→ ak is attached without any identifica-

tions along its boundary, since the category C is assumed to be acyclic.
When it is more appropriate, e.g., in Chapter 12, we will forget about the

orientations of the simplices of ∆(C), and just view ∆(C) as a generalized
simplicial complex.

Example 10.5. Figure 10.2 shows the regular trisps which realize the nerves
of previously considered acyclic categories. Note, that in these examples the
nerves are not (geometric realizations of) abstract simplicial complexes.

For posets Definition 10.4 simplifies somewhat, in fact we recover the defi-
nition of the order complex, see Definition 9.3. Thus, in this case, the regular
trisps∆(P ) are always abstract simplicial complexes. On the other hand, when
P is a poset, the abstract simplicial complex ∆(P ) is always a flag complex,
see Section 9.1.1, hence, for example, a hollow triangle cannot be realized as
an order complex of a poset, or even more generally as a nerve of an acyclic
category.

10.2.2 Functoriality

The following proposition is the basis for many applications of the construc-
tion ∆.

1 sometimes it is called geometric realization of C
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y z
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Fig. 10.2. Nerves of acyclic categories from Figure 10.1.

Proposition 10.6. The nerve construction above gives a functor ∆ : AC→
RTS, where RTS denotes the category of regular trisps.

Proof. Given two acyclic categories C and D, and a functor F : C → D,
each composable morphism chain a0

m1−→ a1
m2−→ · · · mk−→ ak maps to the

composable morphism chain F(a0)
F(m1)−→ F(a1)

F(m2)−→ · · · F(mk)−→ F(ak), where
some of the morphisms may actually end up being identities. By the discussion
in Section 2.3 we see that this induces a trisp map ∆(F) : ∆(C)→ ∆(D).

Furthermore, a trivial functor F : C → C induces a trivial trisp map
∆(F) : ∆(C) → ∆(C), and ∆ commutes with taking a composition: ∆(F2 ◦
F1) = ∆(F2) ◦∆(F1). Therefore we may conclude that ∆ yields a functor as
claimed. ⊓⊔

An example of a functor between acyclic categories and associated trisp
map between their nerves is shown on Figures 10.3 and 10.4. For posets,
Proposition 10.6 translates into saying that an order-preserving map between
posets P and Q (these are the morphisms in Posets) induces a simplicial map
between the corresponding order complexes ∆(P ) and ∆(Q), which addition-
ally preserves edge orientations.

10.3 Constructions

10.3.1 Disjoint union as a coproduct

For two arbitrary acyclic categories C and D, we let C
∐
D denote the disjoint

union of C and D. As a matter of fact, this is the coproduct of C and D in
AC, see Definition 4.18.

It is obvious that ∆ commutes with coproducts, in other words, we have
∆(C

∐
D) = ∆(C)

∐
∆(D). At the same time, it is important to note at

this point that ∆ does not commute with colimits in general. The question of
commutativity will be investigated in much more detail in Chapter 14.
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ϕ
y1

β2

y2

α1

z

x

α2

β1

C1

ϕ(α1) ϕ(α2)

ϕ(β1) = ϕ(β2)

ϕ(z)

ϕ(x)

C2

ϕ(y1) = ϕ(y2)

Fig. 10.3. A functor between acyclic categories.

x

∆(C1)

z

y1 y2

∆(ϕ)

ϕ(y1) = ϕ(y2)

ϕ(x)

∆(C2)

ϕ(z)

Fig. 10.4. The trisp map between nerves of acyclic categories induced by the functor
on Figure 10.3.

For future use, let n denote the poset with n elements and no order rela-

tions, i.e., n = 1
∐
· · ·
∐

1
︸ ︷︷ ︸

n

.

10.3.2 Stacks of acyclic categories and joins of regular trisps

Instead of putting two acyclic categories side by side one can also put one on
top of the other.

Definition 10.7. Let C and D be two acyclic categories. The stack of C and
D is the acyclic category C ⊕D defined by

• O(C ⊕D) = O(C)∐O(D);
• for a pair of objects x, y ∈ O(C ⊕D) we have
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MC⊕D(x, y) =





MC(x, y), if x, y ∈ O(C);
MD(x, y), if x, y ∈ O(D);

a single morphism x→ y, if x ∈ O(C), y ∈ O(D).

The composition rule for morphisms of C ⊕D is induced by the composition
rules forM(C) andM(D).

Clearly, the composition rule for morphisms of C ⊕ D is uniquely deter-
mined by the condition that the images of the inclusion maps C →֒ C⊕D and
D →֒ C⊕D are full subcategories, and the fact thatM(x, y) has cardinality 1,
when x ∈ O(C), y ∈ O(D).

The second acyclic category on Figure 10.1 can be seen as a stack of
the acyclic category with two objects and two non-identity morphisms and
the acyclic category with one object. Another example of a stack is shown on
Figure 10.5.

⊕ =

Fig. 10.5. An example of a stack of two acyclic categories.

We note that for an arbitrary acyclic category C, the acyclic category C⊕1
is obtained from C by adding a terminal object, while the category 1 ⊕ C is
obtained from C by adding an initial one. In the special case of posets we
recover the following classical concept.

Definition 10.8. (Stacks of posets). Let P and Q be two posets. The stack2

of P and Q is the poset P ⊕Q, whose set of vertices is P
∐
Q, and the order

relation is given by

x ≤ y if and only if





either x, y ∈ P, x ≤ y;
or x, y ∈ Q, x ≤ y;
or x ∈ P, y ∈ Q.

2 Also called ordinal sum.
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For arbitrary acyclic categories C andD we have an isomorphism of regular
trisps:

∆(C ⊕D) = ∆(C) ∗∆(D), (10.1)

since the simplices of the regular trisp ∆(C⊕D) are precisely all ordered pairs
of simplices of ∆(C) and ∆(D) glued in the right way, see Subsection 2.3.2.

Recall the poset On = {a11, . . . , a1n, a21, . . . , a2n}, with the partial order gen-
erated by api > aqi+1, for all p, q ∈ {1, 2}, i = 1, . . . , n−1, which was introduced
in Subsection 9.1.2. In the new notations we have On = 2⊕ · · · ⊕2, where we
sum up n copies. Then, we have

∆(On) = ∆(2⊕ · · · ⊕ 2︸ ︷︷ ︸
n

) = ∆(2) ∗ · · · ∗∆(2︸ ︷︷ ︸
n

) ∼= S0 ∗ · · · ∗ S0︸ ︷︷ ︸
n

∼= Sn−1.

10.3.3 Links, stars, and deletions

One of the simplest operations one can do on an acyclic category is that of
a deletion of a set of vertices. Once the vertex is deleted, all the simplices
which contained this vertex in the nerve will be deleted as well, hence for
an arbitrary acyclic category C, and for arbitrary set of objects S ⊆ O(C),
we have ∆(C \ S) = dl∆(C)S.

Recall that in Chapter 4 we defined the categories of objects in C below
and above a given object x, which we denoted (x ↓ C) and (x ↑ C). When
C is an acyclic category, it makes sense to modify the notation as follows:
C≤x := (x ↓ C) and C≥x := (x ↑ C). Furthermore, we set C<x := C≤x \ {idx}
and C>x := C≥x \{idx}. Clearly, when C is an acyclic category, the categories
C≤x, C<x, C≥x, and C>x are all acyclic as well. Furthermore, for posets we
simply get the standard notions of the subposets of all elements below, or
above x.

γ ◦ β

x

y

γ

γ ◦ α =

C

α β

z

idx

β

C≤x C<x

α

α

γ γ

γ ◦ α

βγ ◦ α

γ ◦ α

α β

γ γ

Fig. 10.6. Acyclic categories of objects below x and strictly below x.

For any acyclic category C, and x ∈ O(C), we have following formulae:
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lk∆(C)x = ∆(C<x ⊕ C>x) = ∆(C<x) ∗∆(C>x). (10.2)

star∆(C)x = Cone(lk∆(C)x) = ∆(C<x ⊕ {idx} ⊕ C>x)
= ∆(C<x) ∗ {x} ∗∆(C>x). (10.3)

We can see how these formulae are satisfied for the example on Figure 10.6.
To show formula (10.2), let us describe a bijection between the sets of simplices
on the left and on the right hand side. By definition, the k-simplices of the
regular trisp lk∆(C)x are indexed by those (k + 1)-simplices of the regular
trisp ∆(C), which have x as a vertex. This is the same as the composable
morphism chains

a0
m1−→ a1

m2−→ · · · mp−→ ap
m−→ x

n−→ b0
n1−→ b1

n2−→ · · · nq−→ bq,

where p+q+1 = k. On the other hand, k-simplices of the join∆(C<x)∗∆(C>x)
are indexed by all pairs of simplices (σ, τ), such that σ is a p-simplex in
∆(C<x), τ is a q-simplex in ∆(C>x), and p + q + 1 = k. In turn, the p-
simplices of ∆(C<x) are indexed precisely by all composable morphism chains

a0
m1−→ a1

m2−→ · · · mp−→ ap
m−→ x, whereas the q-simplices of ∆(C>x) are

indexed precisely by all composable morphism chains x
n−→ b0

n1−→ b1
n2−→

· · · nq−→ bq, thus we have the promised bijection.
It is easy to see that this bijection induces a trisp isomorphism, and hence

formula (10.2) is proved. Formula (10.3) is proved in just the same way, with
element x inserted everywhere.

10.3.4 Lattices and acyclic categories

The natural generalization of the notion of a lattice would be to require that
the acyclic category has all finite products and coproducts. Unfortunately,
this does not bring anything new as the next proposition shows.

Proposition 10.9. Let C be an acyclic category which has all products of two
elements, then C is a poset.

Proof. Assume there exist two objects x, y ∈ O(C), such that |M(x, y)| ≥ 2.
Choose m1,m2 ∈M(x, y), such that m1 6= m2. Let (z, p1, p2) be the product
of x and y, which we assumed must exist. Recall, that in this notations z ∈
O(C), and p1 : z → x and p2 : z → y are the projection morphisms.

Consider the morphisms idx : x → x and m1 : x → y. By the universal-
ity property of the product construction, these two morphisms should factor
through (z, p1, p2), that is there exists α : x → z, such that p1 ◦ α = idx,
and p2 ◦ α = m1. Since the category C is acyclic, we can conclude that
α = p1 = idx, and hence z = x. It follows that p2 = m1.
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Repeating the same argument with a different initial choice of morphisms,
namely with idx : x → x and m2 : x → y, we get p2 = m2. This contradicts
our assumption that the morphisms m1 and m2 are different. ⊓⊔

Also, by symmetry, any acyclic category C which has all finite coproducts
of two elements, must be a poset.

10.3.5 Barycentric subdivision and ∆-functor

The following definition allows us to turn an acyclic category into a poset, as
far as the topology of the associated space is concerned.

Definition 10.10. For an arbitrary acyclic category C, let BdC denote the
poset whose minimal elements are objects of C, and whose other elements are
all composable morphism chains consisting of non-identity morphisms of C.
The elementary order relations are given by composing morphisms in the
chain, and by removing the first or the last morphism. The poset BdC the
barycentric subdivision of C.

On Figure 10.7 we show an acyclic category and its barycentric subdivision,
whereas on Figure 10.8 we show corresponding nerves.

x

C Bd C

x y z

(α, γ) (β, γ)

z

γ ◦ α = γ ◦ β

βα

γ

α γβγ ◦ αy

Fig. 10.7. An acyclic category and its barycentric subdivision.

In Section 10.2 we have seen how to construct a cell complex out of
an acyclic category. There is a standard way to go in the opposite direction
as well.

Definition 10.11. For a regular CW complex K, let F(K) denote the poset
of all closures of nonempty cells of K ordered by inclusion.
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∆(Bd C)

x

∆(C)

y

z

Fig. 10.8. Nerves of the categories on Figure 10.7.

Just like ∆, this is a functor from the category of regular CW complexes
to the category of posets, since a cellular map between regular CW complexes
will induce an order-preserving map between their face posets.

Given a regular CW complex K, we recall that the simplices of BdK are
exactly those sets {bF1

, . . . , bFt
}, which correspond to sequences of closures of

cells including each other F1 ⊂ F2 ⊂ · · · ⊂ Ft. So, we have

BdK = ∆(F(K)), (10.4)

which geometrically means

|BdK| ∼= |∆(F(K))| ∼= |K|. (10.5)

In particular, as an immediate corollary of (10.5) we see that: an arbitrary
regular CW complex is homeomorphic to the order complex of some poset.
We also obtain an alternative way to define the barycentric subdivision of
an acyclic category C:

BdC = F(∆(C)). (10.6)

The combination of equations (10.4) and (10.6) implies

∆(BdC) = ∆(F(∆(C))) = Bd (∆(C)). (10.7)

Example 10.12. Let P be a totally ordered set with n elements. Clearly, its
barycentric subdivision is the Boolean algebra with the minimal element re-
moved: BdP = Bn \ {0̂}. Equation (10.7) implies that

∆(Bn \ {0̂}) = Bd (∆(P )) = Bd∆[n].

Furthermore, Bn\{0̂, 1̂} is the face poset of the boundary of ∆[n]. Applying
(10.4) we get

∆(Bn \
{
0̂, 1̂
}
) = ∆(F(∂∆[n]) = Bd (∂∆[n])) ∼= Sn−2,

which was already observed at an earlier point.
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10.4 Intervals in acyclic categories

10.4.1 Definition and first properties

Given a poset (P,>) and two elements x, y of P such that x ≥ y, the (closed)
interval [y, x] is the set of all elements z of P satisfying x ≥ z ≥ y, which is
equipped with the partial order induced from the partial order of P .

In the context of acyclic categories, the intervals correspond to the follow-
ing objects.

Definition 10.13. Let C be an acyclic category. Let m ∈ M(C), and set
x := ∂•m, and y := ∂•n. The interval Im is a category defined by:

• the set of objects of Im consists of all ordered pairs or morphisms which
compose to m, i.e., O(Im) = {(m1,m2) |m1,m2 ∈M(C),m2 ◦m1 = m};

• given two objects of Im: (m1,m2) and (m̃1, m̃2), the set of morphisms
between these two objects is indexed by morphisms α, such that α ◦m1 =
m̃1 and m̃2 ◦ α = m2, and the rule of composition is induced from the
category C, see Figure 10.9.

m̃1

m̃2 m2m̂2

β α

m1m̂1

Fig. 10.9. The composition rule in the interval.

An example is shown on Figure 10.10. We remark that when we say that,
for example, α ◦ m1 = m̃1, we do implicitly require that in particular the
composition is well-defined, i.e., in this case, we require that ∂•m1 = ∂•α.

Furthermore, we say that the set of morphisms between (m1,m2) and
(m̃1, m̃2) is indexed by the morphisms α, rather than just taking the mor-
phisms themselves, because the same morphism α may give rise to different
morphisms in Im: this happens for example on Figure 10.10. Alternatively,
formally we could have said that the set of all morphisms between (m1,m2)
and (m̃1, m̃2) in the category Im consists of all quintuples (m1,m2, m̃1, m̃2, α)
of morphisms of C, such that m2 ◦m1 = m̃2 ◦ m̃1 = m, α ◦m1 = m̃1, and
m̃2 ◦ α = m2. The composition would then be defined by the rule

(m̃1, m̃2, m̂1, m̂2, β) ◦ (m1,m2, m̃1, m̃2, α) = (m1,m2, m̂1, m̂2, β ◦ α), (10.8)
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β1 β2

β2 ◦ α1 =

α1 α2

β2 ◦ α2 = γ

β1 ◦ α2 =
β1 ◦ α1 =

x (idx, γ)

(α2, β1) (α1, β2)
(α2, β2)(α1, β1)

Iγ

(γ, idy)

C

y

Fig. 10.10. Example of an interval.

again we refer the reader to Figure 10.9. With the formal definition (10.8) it
is easy to verify that Im is well-defined as a category, i.e., that it has identity
morphisms and that the composition is associative.

The interval category has both an initial and a terminal object. In-
deed, given an acyclic category C and its morphism m, the initial object
of Im is (idx,m), whereas the terminal one is (m, idy), where x = ∂•m
and y = ∂•m. When (m1,m2) is any object of Im, it is easy to check that
(idx,m,m1,m2,m1) is the unique morphism from (idx,m) to (m1,m2), and
that (m1,m2,m, idy,m2) is the unique morphism from (m1,m2) to (m, idy).

Proposition 10.14. For any acyclic category C, and any morphism of C,
the Definition 10.13 produces a well-defined acyclic category.

Proof. Letm be the chosen morphism of C. We verify that Im is a well-defined
category. To start with, the rule of the composition is obviously well-defined
and associative. This is easily checked, using the fact that the composition is
associative in the category C itself. Furthermore, for any object (m1,m2) of
Im, there is the corresponding identity morphism (m1,m2,m1,m2, idx), where
x = ∂•m1 = ∂•m2; the latter follows directly from the definition.

Let us now verify that Im is acyclic. Given a morphism (m1,m2, m̃1, m̃2, α)
of Im, its inverse (if one exists) must be of the form (m̃1, m̃2,m1,m2, β), such
that β ◦ α = idx, where x = ∂•m1 = ∂•m2. Since C is acyclic, only identity
morphisms have inverses in C, hence α = β = idx. This implies thatm1 = m̃1,
and m2 = m̃2. Therefore, also in Im only identity morphisms have inverses.

Furthermore, a morphism from an object (m1,m2) of Im to itself is of the
form (m1,m2,m1,m2, α), where α is a morphism from x = ∂•m1 = ∂•m2 to
itself. Since C is acyclic, this implies that α = idx, hence (m1,m2,m1,m2, α)
itself is an identity morphism. ⊓⊔

Clearly, the interval construction is symmetric, i.e., if C is an acyclic cat-
egory, m its morphism, and mop is the morphism corresponding to m in Cop,
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then
Imop = (Im)op. (10.9)

The next proposition is an important observation connecting intervals in
acyclic categories to the arrow categories.

Proposition 10.15. Let C be an acyclic category with a terminal object t.
Let m be any morphism of C satisfying t = ∂•m, and set x := ∂•m. Then we
have Im = C≤x.

Proof. We observe that since t is a terminal object, for any m1 ∈ M(C)
satisfying ∂•m = ∂•m1, there exists a unique morphism m2, such that
m1 ◦ m2 = m. In particular, we have an object (m1,m2) of Im, and the
second morphism in this pair is uniquely determined by the first. We recall
Definition 4.35 and see that this fact gives a bijection between objects of Im
and objects of C≤x.

Furthermore, we see that in the definition of the morphisms of Im the
commutativity requirement for the lower triangle is always trivially satisfied.
This leaves us with requiring just the commutativity of the upper triangle,
which, under the bijection above translates exactly to the commutativity con-
dition in Definition 4.35. This shows that the above bijection extends to yield
an isomorphism of categories. ⊓⊔

By symmetry we also see that if a category has an initial object s, and m
is a morphism satisfying ∂•m = s, then Im = C≥∂•m.

10.4.2 Acyclic category of intervals and its structural functor

The entirety of intervals of the category C itself can be equipped with a struc-
ture of a category.

Definition 10.16. Let C be an acyclic category. The category of intervals
of C, which we denote by I(C) is defined as follows:

• the set of objects of I(C) is given by the set of morphisms of C;
• for two objects m1 and m2 of I(C) the set of morphisms from m1 to

m2 in I(C) is indexed by all pairs (α, β), such that α, β ∈ M(C), and
m2 = β ◦m1 ◦ α.

The composition rule in I(C) is given by the trapezoidal combination rule
shown in Figure 10.11.

Formally, if (α1, β1) is a morphism from m1 to m2, and (α2, β2) is a mor-
phism from m2 to m3, then the composition morphism from m1 to m3 is given
by (α1 ◦ α2, β2 ◦ β1).

Some examples of categories of intervals are shown on Figure 10.12. The
first one on this figure is the category of intervals of the acyclic category with
two objects and two non-identity morphisms. The second, resp. the third one
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m1

α1

m3

α1

◦ =m2 m3m2 m1

β2

α2

β1

β2

β1

α2

Fig. 10.11. Composition rule in the category of intervals.

is the category of intervals of the first, resp. the second category shown on
Figure 10.1. Please note that the first two categories on Figure 10.12 are
posets. The third category is also drawn in a simplified way: we skipped the
arrows and did not draw those compositions of non-identity morphisms which
are unique in this case.

γ β

β ◦ α

idyidx idz

α α

idx idy idz

γ

γ ◦ α = γ ◦ β

β

Fig. 10.12. Examples of categories of intervals of acyclic categories.

When C is a poset, the category I(C) is simply the poset of all closed
intervals of C ordered by reverse inclusion.

Proposition 10.17. For an arbitrary acyclic category C, the category of in-
tervals I(C) is acyclic as well.

Proof. Indeed, an inverse of a morphism (α, β) would be of the form (α̃, β̃),

such that ∂•α = ∂•α̃, ∂•α = ∂•α̃, ∂•β = ∂•β̃, and ∂•β = ∂•β̃. Since C is
acyclic, this implies that α and β are identity morphisms in C, hence (α, β)
is an identity morphism in I(C).

Furthermore, a morphism of an object m to itself must have the form
(α, β), such that α is a morphism of ∂•m to itself, and β is a morphism of
∂•m to itself. Again, this implies that α, β, and hence also (α, β) are identity
morphisms in their respective categories. ⊓⊔
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The fact that objects of I(C) actually index intervals of C is best expressed
by phrasing it in terms of a functor.

Definition 10.18. For an arbitrary acyclic category C, we define a functor
Int : I(C) → AC as follows. First, it takes every morphism of C to the
associated interval, i.e., for m ∈M(C), we set Int (m) := Im. Second, given
a morphism (α, β) in I(C) going from m1 to m2, for m1,m2 ∈M(C), we set
Int (α, β) (we skip the double brackets for clarity) to be the functor from Im1

to Im2
defined by (10.10) and (10.11):

• for (γ1, γ2) ∈ O(Im1
) we set

Int (α, β)(γ1, γ2) := (γ1 ◦ α, β ◦ γ2) ∈ O(Im2
), (10.10)

see the left part of Figure 10.13.
• for (γ1, γ2, γ̃1, γ̃2, τ) ∈M(Im1

) we set

Int (α, β)(γ1, γ2, γ̃1, γ̃2, τ) := (γ1 ◦ α, β ◦ γ2, γ̃1 ◦ α, β ◦ γ̃2, τ), (10.11)

see the right part of Figure 10.13.

β

γ2

γ1

m1m2

α

m2

γ1

α

β

γ̃1

τ

γ2γ̃2

Fig. 10.13. The definition of functor Int (α, β).

We think of Int as a structural functor associated to I(C). Let us see
that it is well-defined. First, we check that Int (α, β) is a functor for any
(α, β) ∈M(I(C)). We see that Int (α, β) maps identity morphisms to identity
morphisms, since this simply means that τ in (10.11) is an identity morphism.
It is also easy to check that Int (α, β) maps composition of morphisms to
composition of morphisms:

Int (α, β)((γ̃1, γ̃2, γ̂1, γ̂2, τ2) ◦ (γ1, γ2, γ̃1, γ̃2, τ1)) =
Int (α, β)(γ1, γ2, γ̂1, γ̂2, τ2 ◦ τ1) = (γ1 ◦ α, β ◦ γ2, γ̂1 ◦ α, β ◦ γ̂2, τ2 ◦ τ1) =
(γ̃1 ◦ α, β ◦ γ̃2, γ̂1 ◦ α, β ◦ γ̂2, τ2) ◦ (γ1 ◦ α, β ◦ γ2, γ̃1 ◦ α, β ◦ γ̃2, τ1) =

Int (α, β)(γ̃1, γ̃2, γ̂1, γ̂2, τ2) ◦ Int (α, β)(γ1, γ2, γ̃1, γ̃2, τ1). (10.12)
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Second we can check that Int itself is a well-defined functor. An identity
morphism in I(C) is of the form (id∂•m, id∂•m), this is mapped to identity
by (10.10) and (10.11). Furthermore, Int (α2 ◦ α1, β2 ◦ β1) = Int (α2, β2) ◦
Int (α1, β1), as one again can verify from (10.10) and (10.11).

10.4.3 Topology of the category of intervals

As it turns out, the topology of the category of intervals of an acyclic category
is the same as that of the original category itself.

Theorem 10.19. For any acyclic category C, the regular trisp ∆(I(C)) is
a subdivision of the regular trisp ∆(C), i.e., we have

∆(I(C)) ❀ ∆(C). (10.13)

Proof. We define continuous maps f : ∆(C)→ ∆(I(C)), and g : ∆(I(C))→
∆(C), which are inverses of each other.

First, take x ∈ ∆(C). By definition, x is encoded by a composable mor-

phism chain a0
m1−→ a1

m2−→ · · · mk−→ ak, consisting of non-identity morphisms,
and coefficients t0, . . . , tk, such that t0 + · · · + tk = 1, and 0 ≤ ti ≤ 1, for all
i = 0, . . . , k. If k = 0, then f maps x to the vertex ida0 ∈ ∆(I(C)). Otherwise,
assume k ≥ 1. To describe f(x), we need to give a composable morphism
chain in I(C) and the corresponding set of coefficients. Let t = min(t0, tk).
We take mk ◦mk−1 ◦ · · · ◦m1 as the last object in this composable morphism
chain, with the corresponding coefficient 2t. After that we construct the rest
of the composable morphism chain, and the coefficients recursively according
to the following rule:

• if t0 > tk, then proceed with a0
m1−→ a1

m2−→ · · · mk−1−→ ak−1, using the
connecting morphism (ida0 ,mk);

• if t0 < tk, then proceed with a1
m2−→ a2

m3−→ · · · mk−→ ak, using the connect-
ing morphism (m0, idak);

• else proceed with a1
m2−→ a2

m3−→ · · · mk−1−→ ak−1, if it is non-empty, using
the connecting morphism (m0,mk);

where in all three cases we hand over the coefficients ti intact. In other words,
t is subtracted both from t0 and from tk, after which the objects with zero
coefficients get deleted.

In the end, we either have an empty composable morphism chain, which
means that our process has terminated, or we have one object ai, with some
coefficient t, left. In the latter case, we finish our construction by putting the
object ai with coefficient t, as the first object in the composable morphism
chain, which we are constructing.

For example, if k = 4, and t0 = 0.1, t1 = 0.3, t2 = 0.2, t3 = 0.2, t4 = 0.2,
then f(x) is encoded by the composable morphism chain
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ida2
(m2,m3)−→ m3 ◦m2

(ida1
,m4)−→ m4 ◦m3 ◦m2

(m1,ida4
)−→ m4 ◦m3 ◦m2 ◦m1,

with the corresponding coefficients 0.2, 0.4, 0.2, 0.2, see left part of Fig-
ure 10.14.

γ0γk γ1

αk

. . .

. . .

β1

α1

. . .

βk

a0

ak

bk

b0

0.2

0.4

0.2

0.2

Fig. 10.14. Illustrating definitions of f and of g.

Let now y ∈ ∆(I(C)). It is encoded by a composable morphism chain

γ0
(α1,β1)−→ · · · (αk,βk)−→ γk, consisting of non-identity morphisms, and coefficients

t0, . . . , tk, such that t0 + · · · + tk = 1, and 0 ≤ ti ≤ 1, for all i = 0, . . . , k.
Set ai := ∂•γi, and bi := ∂•γi, for i = 0, . . . , k. An example of such a chain
is shown in the right part of Figure 10.14. Consider the following composable
morphism chain in C going along perimeter of the diagram on Figure 10.14:

ak
αk−→ · · · α1−→ a0

γ0−→ b0
β1−→ · · · βk−→ bk.

We set g(y) to be the point which is encoded by this chain with the coefficients
of ai, and of bi, being each equal to ti/2, for all i = 0, . . . , k. Notice that
this composable chain may contain identity morphisms. As is customary in
such case, we then skip this morphism, identify its endpoints, and add their
coefficients.

To check that the maps f and g are continuous, we just need to see that
this is the case on closed simplices. This is straightforward, as all our manip-
ulations with coefficients give continuous functions, including the case when
the coefficients are set to 0. Also, clearly these maps are inverses of each other.
This shows that the spaces∆(C) and∆(I(C)) are homeomorphic. Finally, one
can see that the image of any closed simplex of ∆(I(C)) under g is contained
in some closed simplex of ∆(C), therefore ∆(I(C)) is actually a subdivision
of the regular trisp ∆(C). ⊓⊔

The interested reader is invited to see how the statement of Theorem 10.19
works out for the categories of intervals depicted on Figure 10.12.
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10.5 Homeomorphisms associated with the direct
product construction

10.5.1 Simplicial subdivision of the direct product

The product of two arbitrary objects, see Definition 4.20, exists in the category
Cat. The next definition describes an explicit construction.

Definition 10.20. Let C and D be arbitrary categories. The direct product
C ×D is the category defined by the following:

• the class of objects is given by O(C ×D) := O(C)×O(D);
• for objects (x1, y1), (x2, y2) ∈ O(C ×D), the set of morphisms is given by
MC×D((x1, y1), (x2, y2)) :=MC(x1, x2)×MD(y1, y2).

× = ×4

Fig. 10.15. A direct product of two acyclic categories. There are actually 4 mor-
phisms denoted by the fat middle morphism on the right hand side. They correspond
to the 4 possible compositions of morphisms to the left of it, or, symmetrically, to
the right of it.

When C andD are acyclic categories, their product C×D will be an acyclic
category as well, see Figure 10.15 for an example. Furthermore, when P and
Q are posets, we recover the classical notion of a direct product of posets,
namely the poset whose set of elements is the set of all pairs (p, q), p ∈ P ,
q ∈ Q, equipped with the partial order given by: (p1, q1) ≤ (p2, q2) if and only
if p1 ≤ p2 and q1 ≤ q2.

The next theorem is a classical statement about acyclic categories.

Theorem 10.21. For arbitrary acyclic categories C and D, the topological
space ∆(C ×D) is homeomorphic to ∆(C)×∆(D). In fact, a stronger state-
ment is true:

∆(C ×D) ❀ ∆(C)×∆(D). (10.14)

Proof. Let us compare the point descriptions of the spaces in (10.14).
On the right hand side (RHS) the points can be described as pairs of

linear combinations (s0a0+ · · ·+skak, t0b0+ · · ·+ tmbm), where a0
α1−→ a1

α2−→
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· · · αk−→ ak is a composable morphism chain in C, b0
β1−→ b1

β2−→ · · · βm−→ bm is
a composable morphism chain in D, si, tj > 0,

∑k
i=0 si = 1, and

∑m
j=0 tj =

1; where both chains consist of non-identity morphisms. It is important to
remark here, that even though the morphisms α1, . . . , αk, and β1, . . . , βm, do
not enter the description of the points explicitly, implicitly they remain part
of the data, and a different choice of morphisms between the same objects will
yield different points in ∆(C)×∆(D).

On the left hand side (LHS) the points can be described as linear com-

binations r0(ã0, b̃0) + · · · + rn(ãn, b̃n), where ã0
α̃1−→ ã1

α̃2−→ · · · α̃n−→ ãn is

a composable morphism chain in C, b̃0
β̃1−→ b̃1

β̃2−→ · · · β̃n−→ b̃n is a composable
morphism chain in D,

∑n
i=0 ri = 1, ri ≥ 0, and, for every i = 1, . . . , n, at least

one of the morphisms α̃i and β̃i is a non-identity morphism.
Let us now describe the bijection between the points of ∆(C × D) and

∆(C)×∆(D).

1) (LHS) −→ (RHS).

r0(ã0, b̃0) + · · ·+ rn(ãn, b̃n) 7→
(

n∑

i=0

riãi,

n∑

i=0

rib̃i

)
,

and the corresponding morphisms α1, . . . , αk, and β1, . . . , βm are obtained
from α̃1, . . . , α̃n, and β̃1, . . . , β̃n by omitting the identity morphisms. For ex-
ample, 1

3 (a0, b0) +
1
3 (a0, b1) +

1
3 (a1, b1) 7→

(
2
3a0 +

1
3a1,

1
3b0 +

2
3b1
)
.

2) (RHS) −→ (LHS).
Take the collection of partial sums 0, s1, s1+s2, . . . , s1+ · · ·+sk−1, t1, t1+

t2, . . . , t1+· · ·+tm−1, 1 and order them in the increasing order, eliminating the
duplicates. Denote the obtained sequence by Σ0 = 0, Σ1, . . . , Σn−1, Σn = 1,
and set ri = Σi−Σi−1, for i = 1, . . . , n. Set furthermore (ãi, b̃i) = (af(i), bg(i)),
where f(i) is the minimal index such that s1+ · · ·+sf(i) ≥ Σi, and g(i) is the
minimal index such that t1 + · · · + tg(i) ≥ Σi. The morphism from (ãi, b̃i) to

(ãi+1, b̃i+1) is given by the input data morphisms ãi → ãi+1 and b̃i → b̃i+1,
one of whom (but not both) might be an identity morphism.

Our two constructions yield continuous maps, which are inverses of each
other, in particular, they must be bijections. Furthermore, since every simplex
of ∆(C × D) gets mapped inside some cell of ∆(C) × ∆(D), we see that
∆(C ×D) is a simplicial subdivision of ∆(C)×∆(D), which incidentally has
the same set of vertices. ⊓⊔

Example 10.22.
(1) Recall that B2 consists of two ordered elements. It is not difficult to check
that B2×· · ·×B2 = Bn, where there are n factors. On the other hand, applying
(10.14), we obtain

∆(Bn) = ∆(B2)× · · · ×∆(B2) = In.
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Thus we see that ∆(Bn) is a triangulation of the n-dimensional unit cube. It is
perhaps worth noting that this triangulation does not introduce new vertices,
and that the number of maximal simplices is equal to n!, in fact they are
naturally indexed by the permutations of n, as are the maximal chains of Bn.
See the left and the middle part of Figure 10.16.

(2) Taking P to be a chain with m elements, and Q to be a chain with n
elements, we see that ∆(P × Q) gives a simplicial subdivision of the direct
product of two simplices ∆[m] × ∆[n], without introducing new vertices. See
the right part of Figure 10.16.

I3
000 100

110

111011

001
101

010

I2 ∆[2] ×∆[1]

00 10

01 11

00 20

01 21

11

10

Fig. 10.16. Subdivisions in Example 10.22.

10.5.2 Further subdivisions

When the considered acyclic categories have terminal and/or initial objects,
there exist further subdivision results which are sometimes useful. Both results
are corollaries of the main Theorem 10.21.

Theorem 10.23. Assume C and D are acyclic categories.

(1) If both C and D have terminal objects tC and tD, then

∆((C ×D)>(tC ,tD)) ❀ ∆(C>tC ) ∗∆(D>tD ), (10.15)

where the simplicial structure on the right hand side is the standard one
of the join of two regular trisps.

(2) If both C and D have initial objects sC and sD, as well as terminal objects
tC and tD, then

∆(C ×D) ❀ susp (∆(C̄) ∗∆(D̄)), (10.16)

where C̄ and D̄ denote the acyclic categories obtained from C and D by
removing the initial and the terminal elements, and the simplicial structure
on the right hand side is again the standard one.
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Proof. To see (10.15), we represent the space ∆(C>tC ) ∗∆(D>tD ) as a union
of spaces ∆(C>tC )×∆(D) and ∆(C)×∆(D>tD ), which intersect over a copy
of ∆(C>tC ) × ∆(D>tD ), here we recall that, according to (10.1), we have
∆(C) = ∆(C>tC ) ∗ {tC} and ∆(D) = ∆(D>tD ) ∗ {tD}. Geometrically, one
could think of the join ∆(C>tC )∗∆(D>tD ) being cut along the “middle” copy
of ∆(C>tC )×∆(D>tD ), see the left part of Figure 10.17. Correspondingly, we
can decompose ∆((C × D)>(tC ,tD)) as a union of ∆(C>tC × D) and ∆(C ×
D>tD ), which in turn intersect in ∆(C>tC × D>tD ), see the right side of
Figure 10.17.

∆(C>tC )×∆(D>tD )

∆(D>tD )∆(C>tC )

C>tC ×D>tD

tC ×D>tD C>tC × tD

Fig. 10.17. Decompositions proving (10.15).

By Theorem 10.21 we know that we have the following subdivisions:
∆(C>tC ×D) ❀ ∆(C>tC ) ×∆(D), ∆(C ×D>tD ) ❀ ∆(C) ×∆(D>tD ), and
∆(C>tC × D>tD ) ❀ ∆(C>tC ) × ∆(D>tD ). Furthermore, these subdivisions
are natural, in the sense that this subdivision of ∆(C>tC ) × ∆(D>tD ) co-
incides with the restrictions of these subdivisions of ∆(C>tC ) × ∆(D) and
∆(C)×∆(D>tD ). The statement (10.15) follows from this.

The subdivision statement (10.16) is slightly more complicated, but follows
by a similar argument. This time, we represent the space susp (∆(C̄) ∗∆(D̄))
as a union of spaces ∆(C<sC )∗∆(D̄), which is the same as {tC}∗∆(C̄)∗∆(D̄),
and∆(C̄)∗∆(D<sD ), which is the same as {tD}∗∆(C̄)∗∆(D̄). These intersect
over a copy of∆(C̄)∗∆(D̄). The decomposition of∆(C ×D) which we get here
is a little more interesting: we represent it as a union of∆((C×D>tD )<(sC ,sD))
and ∆((C>tC×D)<(sC ,sD)), which intersect in ∆((C>tC×D>tD )<(sC ,sD)), see
Figure 10.18.

By the proved statement (10.15), we have

∆((C ×D>tD )<(sC ,sD)) ❀ ∆(C<sC ) ∗∆(D̄) = {tC} ∗∆(C̄) ∗∆(D̄),

∆((C>tC ×D)<(sC ,sD)) ❀ ∆(C̄) ∗∆(D<sC ) = {tD} ∗∆(C̄) ∗∆(D̄),

∆((C>tC ×D>tD )<(sC ,sD)) ❀ ∆(C̄) ∗∆(D̄).

Again, this subdivision of ∆(C̄)∗∆(D̄) coincides with the restrictions of these
subdivisions of {tC} ∗∆(C̄) ∗∆(D̄) and {tD} ∗∆(C̄) ∗∆(D̄). The statement
(10.16) follows from this. ⊓⊔
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sC × tD

C̄ × sD sC × D̄

tC × D̄ C̄ × tD

C̄ × D̄tC × sD

Fig. 10.18. Decomposition proving (10.16).

10.6 Möbius function

10.6.1 Möbius function for posets

First, we recall the classical facts about the Möbius function for posets. As
mentioned in Section 10.4, for an arbitrary poset P , let I(P ) denote the set
of the finite intervals of P . Define the function µ : I(P )→ C as follows:

• µ(x, x) := 1, for all x ∈ P ;
• µ(x, y) := −∑x≤z<y µ(x, z), for all x < y, x, y ∈ P .

Function µ is called the Möbius function. An alternative way to define µ
is via the incidence algebra of P . All functions f : I(P )→ C form a C-algebra,
with pointwise addition, pointwise multiplication by complex numbers, and
the following convolution product: for f, g : I(P )→ C we define

(f ◦ g)(x, y) :=
∑

x≤z≤y

f(x, z)g(z, y).

Define special functions e, ξ : I(P )→ C, by ξ(x, y) := 1, for all x ≤ y, and
e(x, x) = 1, e(x, y) = 0, for x 6= y. The Möbius function can now be defined
as the solution of the identity µ ◦ ξ = e.

Theorem 10.24. For any finite poset P with a maximal and minimal ele-
ments, we have

µ(0̂, 1̂) = χ̃(∆(P̄ )). (10.17)

Proof. Clearly, (10.17) is true for |P | ≤ 3. We proceed by induction on |P |.
Let x be a maximal element of P̄ . Set Q = P \ {x}. By the definition of

Möbius function we have

µP (0̂, 1̂) = −µP (0̂, x) + µQ(0̂, 1̂). (10.18)
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On the other hand, topologically ∆(P̄ ) is obtained from ∆(Q̄) by attaching
a cone with apex in x and base ∆(0̂, x). In terms of Euler characteristics we
obtain

χ(∆(P̄ )) = χ(∆(Q̄)) + χ(cone)− χ(∆(0̂, x)).

Since χ(cone) = 1, we conclude that

χ̃(∆(P̄ )) = χ̃(∆(Q̄))− χ̃(∆(0̂, x)). (10.19)

The comparison of (10.18) with (10.19), together with the induction assump-
tion, yields the result. ⊓⊔

10.6.2 Möbius function for acyclic categories

The Möbius function for posets is in fact a special case of the notion of
a Möbius function for acyclic categories.

Definition 10.25. Let C be an acyclic category with a terminal object t.
A function µ : O(C)→ Z is defined as follows:

• µ(t) = 1;
• for x ∈ O(C), x 6= t, we set

µ(x) := −
∑

m

µ(∂•m), (10.20)

where the sum is taken over all non-identity morphisms m ∈M(C), such
that ∂•m = x.

1

1

−1

0

1 1

−1

0 1

00

−1

0

Fig. 10.19. Möbius functions for acyclic categories from Figure 10.1 with added
terminal objects.

For future reference, we mention that moving all summands in (10.20) over
to the left hand side, we get
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∑

m:∂•m=x

µ(∂•m) = 0. (10.21)

In analogy with Hall’s theorem we have the following statement.

Theorem 10.26. For any finite acyclic category C with an initial object s
and a terminal object t we have

µ(s) = χ̃(∆(C̄)). (10.22)

Proof. Choose a linear extension of C. We can see by induction on the position
in this linear extension, that for any x ∈ O(C) we have

µ(x) =
∑

c

(−1)l(c), (10.23)

where the sum is taken over all composable morphism chains c of the type

x
m1−→ a1

m2−→ · · · ml(c)−1−→ al(c)−1

ml(c)−→ t,

where all morphisms are non-identity, and with l(c), the length of c, being the
number of morphisms.

Indeed, the equation (10.23) is clearly true for x = t, where we use the
convention that an object of C is a composable morphism chain of length 0.
The induction step follows immediately from the equation (10.20), since the
term µ(∂•m) counts those composable morphism chains which start with m,
and the minus sign is there to account for the fact that we have just added
another morphism.

Since t is an initial object, and s is a terminal one, substituting x = s in
the equation (10.23), and recalling the definition of the nerve of an acyclic
category, we obtain (10.22). ⊓⊔

The notion of incidence algebra has its analog for acyclic categories as
well. As is to be expected, the role of intervals in a poset is taken over by
morphisms of a category.

Definition 10.27. Let C be an arbitrary finite acyclic category. The inci-
dence algebra of C is the C-algebra of all functions α : M(C) → C, with
pointwise addition, pointwise multiplication by complex numbers, and with the
following convolution product ◦: for α, β :M(C)→ C, m ∈M(C), we define

(α ◦ β)(m) :=
∑

m1,m2

α(m1)β(m2),

where the sum is taken over all pairs of morphisms m1,m2 ∈ M(C), such
that m2 ◦m1 = m.
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This convolution product is associative, since we have

((α ◦ β) ◦ γ)(m) = (α ◦ (β ◦ γ))(m) =
∑

m3◦m2◦m1=m

α(m1)β(m2)γ(m3).

Define special functions e, ξ :M(C)→ C, by ξ(m) := 1, for allm ∈M(C),
e(idx) = 1, for all x ∈ O(C), and e(m) = 0, for all non-identity morphisms
m ∈M(C). It is readily seen that e is a double sided unit for this convolution,
that is α ◦ e = e ◦ α = α, for any α :M(C)→ C.

Proposition 10.28. Let C be an arbitrary finite acyclic category. The equa-
tion µ ◦ ξ = e has a unique solution, which is also called Möbius function.
This solution will automatically satisfy the equation ξ ◦ µ = e as well.

Proof. Used on identity morphisms, the equation µ ◦ ξ = e implies that
µ(idx) = 1, for all x ∈ O(C). For non-identity morphisms the equation µ◦ξ = e
translates to

µ(m) = −
∑

m2◦m1=m

m2 6=id

µ(m1). (10.24)

Let n = |O(C)|, and let L : O(C)→ [n] be a linear extension bijective on ele-
ments; such L exists by discussion in Subsection 10.1.2. Order all morphisms
of C in any way so that the difference L(∂•m) − L(∂•m) does not decrease.
Then (10.24) expresses µ(m) through the values of µ on morphisms, which
precede m in this order. This proves, by induction along the order L, that
µ ◦ ξ = e has a solution, and that it must be unique.

Analogously, the equation ξ ◦ µ = e has a unique solution. If these two
solutions are different, then denote them by µ1 and µ2, and consider the
product µ1 ◦ξ ◦µ2. The following is a standard computation from, e.g., Group
Theory:

µ2 = e ◦ µ2 = (µ1 ◦ ξ) ◦ µ2 = µ1 ◦ (ξ ◦ µ2) = µ1 ◦ e = µ1,

and it shows that µ1 = µ2. ⊓⊔
Some examples of this Möbius function are shown on Figure 10.20. When

x is an object our previously used short-hand notation from Definition 10.25
translates to µ(x) = µ(m), where m is the unique morphism m : x→ t.

The set of all functions f : O(C)→ C is the dual of the vector space whose
basis elements are indexed by the set O(C). It is important to notice that the
following equation describes the algebra representation of I(C) on this vector
space:

(αf)(x) =
∑

∂•m=x

α(m)f(∂•m), (10.25)

for all x ∈ O(C), f : O(C) → C, and α : M(C) → C. To see that (10.25)
actually defines an algebra representation, we need to prove that

ef = f, (10.26)
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1

1

1 1

1 1 1

−1
−1

−1
0 1

−1 −1

−1
1 0 01

−1 −1
1

−1−1

Fig. 10.20. Möbius functions on morphisms of acyclic categories from Figure 10.1.

for all f : O(C)→ C, and

α(βf) = (α ◦ β)f, (10.27)

for all f : O(C) → C and α, β : M(C) → C. Let x ∈ O(C). The following
computation verifies (10.26):

(ef)(x) =
∑

∂•m=x

e(m)f(∂•m) = f(∂•idx) = f(x).

To see (10.27), we expand both of its sides. We have

(α(βf))(x) =
∑

∂•m1=x

α(m1)(βf)(∂•m1) =

∑

∂•m1=x

(
α(m1)

∑

∂•m2=∂•m1

β(m2)f(∂•m2)

)
=

∑

∂•m1=x

∂•m2=∂•m1

α(m1)β(m2)f(∂•m2),

and on the other hand

((α ◦ β)f)(x) =
∑

∂•m=x

(α ◦ β)(m)f(∂•m) =

∑

∂•m=x

( ∑

m2◦m1=m

α(m1)β(m2)

)
f(∂•m) =

∑

∂•m=x
m2◦m1=m

α(m1)β(m2)f(∂•m).

Comparing the two outcomes, we see that they are actually equal, hence
(10.27) is verified.

Theorem 10.29. (Möbius inversion for acyclic categories).
Let f, g : O(C)→ C, then the following two statements are equivalent:

• g(x) =
∑
∂•m=x f(∂•m), for all x ∈ O(C);

• f(x) =
∑
∂•m=x µ(m)g(∂•m), for all x ∈ O(C).
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Proof. The statement of the theorem is simply the translation of the fact
that ξf = g is equivalent to f = µg. The latter is true since µ ◦ ξ = e, using
(10.26) and (10.27). ⊓⊔

Proposition 10.30. For arbitrary acyclic categories C and D, and any mor-
phisms α ∈M(C), β ∈M(D), we have

µC×D(α, β) = µC(α)µD(β). (10.28)

Proof. We have

∑

(α2,β2)◦(α1,β1)=(α,β)

µC(α1)µD(β1) =
∑

α2◦α1=α

µC(α1) ·
∑

β2◦β1=β

µC(β1) =

= δα=id · δβ=id = δ(α,β)=id,

where δS is the Kronecker delta function: it is 1 is S is true, and 0 if S is false;
for example, δα=id is 1 if and only if α is an identity morphism. ⊓⊔

10.7 Bibliographic notes

Most of the material of this chapter is new and has not appeared elsewhere.
An interested reader may benefit from a standard text in Category Theory,
such as [McL98], as an additional source of information. In the special case
of posets instead of acyclic categories, the standard references are [Sta97]
and [Bj96].

Originally, Möbius function was introduced for integers. The text-
book [Sta97] contains a lot of material about the Möbius function for posets,
including Theorem 10.24, which is also called Hall Theorem.
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Discrete Morse Theory

11.1 Discrete Morse Theory for posets

When the set of cells of a CW complex is given by means of a combinatorial
enumeration, and the cell attachment maps are not too complicated, for in-
stance if the CW complex in question is regular, it is natural to attempt to use
the standard notion of cellular collapse to simplify the considered topological
space, while preserving its homotopy type.

Since the presentation of the cell complex is combinatorial, once this course
of action is taken, it becomes imperative to have a language as well as an ap-
propriate combinatorial machinery for dealing with allowed sequences of col-
lapses. Accordingly, we shall first investigate what happens on the purely
combinatorial level of posets, before proceeding to drawing topological con-
clusions and looking at applications.

11.1.1 Acyclic matchings in Hasse diagrams of posets

Recall from Definition 6.13 that for a generalized simplicial complex ∆, a sim-
plicial collapse is simply a removal of interiors of two simplices σ and τ , such
that

• dimσ = dim τ + 1,
• the only simplex containing σ is σ itself,
• the only simplices containing τ are σ and τ .

Sometimes such a collapse is called an elementary collapse. Note, that a sim-
plicial collapse is possible if and only if there exists a simplex τ , whose link
in ∆ consists of a single vertex; the simplex σ is then given by the span of
τ and v. For a general CW complex one has to take care of some additional
technicalities, see Definition 11.12.

In any case, we see that the combinatorial encoding of a set of collapses is
best provided by a matching consisting of a collection of pairs of cells (τ, σ),
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such that σ contains τ , and dimσ = dim τ +1. Clearly, not every matching of
this type can be turned into a sequence of collapses. For instance, no allowed
sequence of collapses for the simplicial complex in Figure 11.1 can be found
in the matching depicted on the right of that figure.

b caa b

c

Fig. 11.1. A hollow triangle and a matching in its face poset.

It is easy to see what goes wrong in this example: the prospective collapses
are all “hooked up” with each other in a cyclic pattern, which we are unable
to break by doing only single collapses. This simple observation leads to the
following formalization.

Definition 11.1.
(1) A partial matching1 in a poset P is a partial matching in the underlying
graph of the Hasse diagram of P , i.e., it is a subset M ⊆ P × P , such that

• (a, b) ∈M implies b ≻ a;
• each a ∈ P belongs to at most one element in M .

When (a, b) ∈M , we write a = d(b), and b = u(a).
(2) A partial matching on P is called acyclic, if there does not exist a cycle

b1 ≻ d(b1) ≺ b2 ≻ d(b2) ≺ · · · ≺ bn ≻ d(bn) ≺ b1, (11.1)

with n ≥ 2, and all bi ∈ P being distinct.

A popular way to reformulate condition (2) of Definition 11.1 is the fol-
lowing. Given a poset P , we can orient all edges in the Hasse diagram of P
so that they point from the larger element to the smaller one. After that,
given a partial matching M , change the orientation of the edges in M to the
opposite one. The condition in question now says that the oriented graph,
obtained in this fashion, has no cycles.

We see that Definition 11.1 allows a more general situation than just the
collapses which we described above. This makes our situation quite different
from Simple Homotopy Theory considered in Section 6.5. For example, a par-
tial matching consisting of a single pair of simplices b ≻ a is always acyclic.

1 Also called discrete vector field.



11.1 Discrete Morse Theory for posets 181

The reader is invited to intuitively think about such pairs as internal col-
lapses. The idea is to remove all the matched elements in some appropriate
order, so that the homotopy type of the underlying space is kept intact. We
call the unmatched elements, i.e., the elements which will remain - critical,
and denote the set of critical elements by C(P,M).

The next theorem is the crucial combinatorial fact pertaining to matchings
in Hasse diagrams of posets. It characterizes acyclic matchings by means of
linear extensions.

5 63

7

412

Fig. 11.2. Acyclic matching and the corresponding linear extension.

Theorem 11.2. (Acyclic matchings via linear extensions)
A partial matching on P is acyclic if and only if there exists a linear extension
L of P , such that the elements a and u(a) follow consequently in L.

Proof. Assume first we have a linear extension L satisfying this property, and,
at the same time we have a cycle as in (11.1). Set ai = d(bi), for i = 1, . . . , n.
Then

bi+1 ≻ ai ⇒ ai <L bi+1 ⇒ ai <L ai+1

(since ai+1, bi+1 follow consequently in L). Thus an >L an−1 >L · · · >L
a1 >L a0 = an, yielding a contradiction.

Assume now that we are given an acyclic matching, and let us define L
inductively. Let Q denote the set of elements which are already ordered in L.
We start with Q = ∅. Let W denote the set of the minimal elements in P \Q.
At each step we have one of the following cases.

Case 1. One of the elements c in W is critical.

In this case, we simply add c to the order L as the largest element, and proceed
with Q ∪ {c}.
Case 2. All elements in W are matched.

Consider the subgraph of the underlying graph of the Hasse diagram of P \Q
induced by W ∪ u(W ). Orient its edges as described above, i.e., they should
point from the larger element to the smaller one in all cases, except when
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these two elements are matched, in which case the edge should point from the
smaller element to the larger one. Call this oriented graph G.

If there exists an element a ∈W , such that the only element inW ∪u(W ),
which is smaller than u(a), is a itself, then we can add elements a and u(a) on
top of L and proceed with Q∪{a, u(a)}. Otherwise, we see that the outdegree
of u(a) in G is positive, for each a ∈W . On the other hand, the outdegrees in
G of all a ∈W are equal to 1. Since therefore outdegrees of all vertices in the
oriented graph G are positive, we conclude that G must have a cycle, which
clearly contradicts the assumption that the considered matching is acyclic.

An example of a linear extension derived from an acyclic matching by this
procedure is shown on Figure 11.2. ⊓⊔

11.1.2 Poset maps with small fibers

Next, we would like to characterize acyclic matchings by means of a special
class of poset maps.

Definition 11.3. Given two posets P and Q, a poset map ϕ : P → Q is said
to have small fibers if for any q ∈ Q, the fiber ϕ−1(q) is either empty, or
consists of a single element, or consists of two comparable elements.

d1

a

d2

ϕ(c)ϕ(b)

ϕ(a)

e f

b
ϕ

ϕ(f) ϕ(e)

c

ϕ(d1) = ϕ(d2)

Fig. 11.3. A poset map with small fibers.

An example is shown on Figure 11.3. We remark, that since ϕ is a poset
map, if for some q ∈ Q the fiber ϕ−1(q) consists of two comparable elements,
then one of these two elements must actually cover the other one. Therefore,
to any given poset map with small fibers ϕ : P → Q, we can associate a partial
matching M(ϕ) consisting of all fibers of cardinality 2.

Theorem 11.4. (Acyclic matchings via poset maps with small fibers)
For any poset map with small fibers ϕ : P → Q, the partial matching M(ϕ) is
acyclic. Conversely, any acyclic matching on P can be represented as M(ϕ)
for some poset map with small fibers ϕ.
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Proof. The fact that ϕ : P → Q is a poset map implies that the induced
matching M(ϕ) is acyclic: for if it was not, there would exist a cycle as
in (11.1), and ϕ would be mapping this cycle to a set of distinct elements
q1 > q2 > · · · > qt > q1 of Q, for some t, yielding a contradiction.

On the other hand, by Theorem 11.2, for any acyclic matching on P there
exists a linear extension L of P , such that the elements a and u(a) follow
consequently in L. Gluing a with u(a) in this order yields a poset map with
small fibers from P to a chain. ⊓⊔

In the proof of Theorem 11.4 we have actually constructed a poset map
with small fibers into a chain. These maps are especially important and we
give them a separate name.

Definition 11.5. A poset map with small fibers ϕ : P → Q is called a col-
lapsing order if ϕ is surjective as a set map, and Q is a chain.

Given an acyclic matchingM , we say that a collapsing order ϕ is a collaps-
ing order for M , if it satisfies M(ϕ) =M . The etymology of this terminology
is fairly clear: the chain Q gives us the order in which it is allowed to perform
the prescribed collapses.

11.1.3 Universal object associated to an acyclic matching

It turns out that, for any poset P , and any acyclic matching on P , there exists
a universal object - a poset whose linear extensions enumerate all allowed
collapsing orders.

Definition 11.6. Let P be a poset, and let M be an acyclic matching on P .
We define U(P,M) to be the poset whose set of elements is M ∪ C(P,M),
and whose partial order is the transitive closure of the elementary relations
given by: S1 ≤U S2, for S1, S2 ∈ U(P,M) if and only if x ≤ y, for some
x ∈ S1, y ∈ S2.

Note that in formulation of Definition 11.6 we think of elements of M
as subsets of P of cardinality 2, while we think of elements of C(P,M) as
subsets of P of cardinality 1. One can loosely say that Definition 11.6 states
that U(P,M) is obtained from P by gluing each matched pair together, to
form a single element, with the new partial order induced by the partial order
of P in a natural way. See Figure 11.4 for an example.

Of course, the first natural question is whether this new order is actually
well-defined. The next proposition answers that question and also explains in
what sense is U(P,M) a universal object.

Theorem 11.7. (Universality of U(P,M))
For any poset P , and for any acyclic matching M on P , we have:

(1) the partial order on U(P,M) is well-defined;
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Fig. 11.4. A universal poset associated with an acyclic matching.

(2) the induced quotient map q : P → U(P,M) is a poset map with small
fibers;

(3) the linear extensions of U(P,M) are in 1-to-1 correspondence with col-
lapsing orders for M ; this correspondence is given by the composition of
the quotient map q with a linear extension map.

Proof. To prove (1) we need to check the 3 axioms of partial orders. The
reflexivity is obvious, and the transitivity is automatic, since we have taken
the transitive closure. The only property which needs to be proved is anti-
symmetry. So assume it does not hold, and take X,Y ∈ U(P,M), such that
X ≤U Y , Y ≤U X, and X 6= Y . Choose a sequence

X <U S1 <U · · · <U Sp <U Y <U T1 <U · · · <U Tq <U X, (11.2)

with the minimal possible p and q. Since p and q are chosen to be minimal,
all the sets S1, . . . , Sp and T1, . . . , Tq must have cardinality 2.

Let us first deal with the case p = q = 0 separately. If |X| = |Y | = 1, say
X = {x}, Y = {y}, then we have x ≤ y and y ≤ x, hence x = y, since P itself
is a poset. If |X| = 1, and |Y | = 2, say X = {x}, Y = (a, b), then b > x and
x > a, since x 6= b, x 6= a. This gives b > x > a yielding a contradiction to
the assumption that b covers a. By symmetry of (11.2) this argument covers
the case |X| = 2, |Y | = 1 as well, so we can assume that |X| = |Y | = 2. In
this case X ≤U Y ≤U X is a cycle, contradicting the assumption that our
matching is acyclic.

From now on, we have p + q ≥ 1. Assume first that |X| = |Y | = 1, say
X = {x}, Y = {y}. If p = 0 and q = 1, let T1 = (a, b), with b ≻ a. On
one hand, we have x ≤ y, on the other, b ≥ y, x ≥ a. Combining, we get
b ≥ y ≥ x ≥ a, implying x = y, since b covers a. Again, by symmetry this
takes care of the case p = 1 and q = 0 as well.

Without loss of generality we may now assume that either p + q ≥ 2, or
|Y | = 2 and p+ q ≥ 1. In the first case
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S1 <U · · · <U Sp <U T1 <U · · · <U Tq

yields a cycle, contradicting the assumption that our matching was acyclic; in
the second case such a cycle is given by

S1 <U · · · <U Sp <U Y <U T1 <U · · · <U Tq.

Part (2) is straightforward. If x < y in P and x ∈ X, y ∈ Y , for X,Y ∈
U(P,M), then X ≤ Y in U(P,M) by the definition of the partial order on
U(P,M), though we may actually get equality. So q is a poset map, and
the fibers are small, since we have just proved that X ≤U Y together with
Y ≤U X implies X = Y .

Let us now show (3). Given a linear extension l : U(P,M) → Q, the
composition l ◦ q : P → Q is of course a poset map with small fibers, and it is
surjective since both l and q are surjective.

Conversely, assume ϕ : P → Q is a collapsing order for M . Since ϕ is
surjective, ϕ−1(x) is non-empty for every x ∈ Q; in fact we have a bijection
between sets ϕ−1(x), for x ∈ Q, and elements of U(P,M). To factor ϕ through
U(P,M), we set l(q(ϕ−1(x))) := x, for each x ∈ Q. We have l ◦ q = ϕ as set
maps. To see, that the map l is order-preserving, notice that an elementary
relation S ≥ T , for S, T ∈ U(P,M), implies there exist x ∈ S, y ∈ T , such
that x ≥ y, which in turn implies ϕ(x) ≥ ϕ(y), since ϕ is order-preserving,
and notice furthermore that all relations S ≥ T are just the transitive closures
of the elementary ones.

Thus, we get the desired 1-to-1 correspondence between linear extensions
of U(P,M), and collapsing orders for M . ⊓⊔

11.1.4 Poset fibrations and Patchwork theorem

Beyond the encoding of all allowed collapsing orders as the set of linear ex-
tensions of the universal object U(P,M), viewing the posets with small fibers
as the central notion of the combinatorial part of Discrete Morse Theory is
also invaluable for the structural explanation of a standard way to construct
acyclic matchings as unions of acyclic matchings on fibers of a poset map.

The following construction generalizes Definition 10.7 of the stack of
acyclic categories. Since we will only need this for posets, we satisfy our-
selves here with formulating the special case. The generalization to acyclic
categories is straightforward.

Definition 11.8. A poset fibration is a pair (B,F), where
• B is a poset, thought of as the base of the fibration;
• F = {Fx}x∈B is a collection of posets, indexed by the elements of B,

thought of as individual fibers.
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Associated to such a fibration we have a poset E(B,F), defined as the
union ∪x∈BFx, with the order relation given by: α ≥ β if either α, β ∈ Fx,
and α ≥ β in Fx, for some x ∈ B, or α ∈ Fx, β ∈ Fy, and x > y in B. This is
the total space.

Furthermore, we have a poset map p : E(B,F)→ B, defined by p(α) := x,
if α ∈ Fx. In particular, we have p−1(x) = Fx, for all x ∈ B. This is the
structural projection map of the total space to the base space, whose preimages
are the fibers.

The notion of poset fibrations satisfies the following universality property.

Theorem 11.9. (Decomposition Theorem)
For an arbitrary poset fibration (B,F), where F = {Fx}x∈B, and an arbitrary
poset P , there is a 1-to-1 correspondence between

• poset maps ϕ : P → E(B,F);
• pairs (ψ, {gx}x∈B), where ψ and each gx’s are poset maps ψ : P → B, and

gx : ψ−1(x)→ Fx, for each x ∈ B.

Under this bijection, the fibers of ϕ are the same as the fibers of the maps gx.

Proof. One direction of this bijection is trivial: given a poset map ϕ : P →
E(B,F), we obtain the poset map ψ : P → B by composing ϕ with the
structural projection map p : E(B,F) → B, and we obtain the poset maps
gx by taking the appropriate restrictions of the map ϕ.

In the opposite direction, assume that we have a poset map ψ : P → B
and a collection of poset maps gx : ψ−1(x) → Fx, for all x ∈ B. Define
ϕ : P → E(B,F) by taking the value of the appropriate fiber map:

ψ(α) := gϕ(α)(α),

for all α ∈ P . Let us see that this defines a poset map. For α > β, α, β ∈ P ,
we have ϕ(α) ≥ ϕ(β), since ϕ is a poset map. If ϕ(α) = ϕ(β), then gϕ(α)(α) ≥
gϕ(β)(β), since gϕ(α) (= gϕ(β)) is a poset map. Else, we have ϕ(α) > ϕ(β),
and hence gϕ(α)(α) > gϕ(β)(β), by the definition of the partial order on the
total space E(B,F). ⊓⊔

Decomposition Theorem 11.9 is often used as a rationale to construct an
acyclic matching on a poset P in several steps: first map P to some other
poset Q, then construct acyclic matchings on the fibers of this map. By the
observation above, these acyclic matchings will “patch together” to form an
acyclic matching for the whole poset. See Figure 11.5 for an example. For
future reference, we summarize this observation as a theorem.

Theorem 11.10. (Patchwork of acyclic matchings)
Assume that ϕ : P → Q is an order-preserving map, and assume that we have
acyclic matchings on subposets ϕ−1(q), for all q ∈ Q, then the union of these
matchings is itself an acyclic matching on P .
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Proof. The role of the base space here is played by the poset Q, and the fiber
maps gq are given by the acyclic matchings on the subposets ϕ−1(q). The
Decomposition Theorem 11.9 tells us that there exists a poset map from P
to the total space of the corresponding poset fibration, and that the fibers of
this map are the same as the fibers of the fiber maps gq. Since the latter ones
are given by acyclic matchings, we conclude that we have a poset map from
P with small fibers, which corresponds precisely to the patching of acyclic
matchings on the subposets ϕ−1(q), for q ∈ Q. ⊓⊔

ϕ

1

2

3

P Q

1

2 3

Fig. 11.5. Acyclic matching composed from acyclic matchings on fibers.

We conclude our discussion of poset maps with small fibers by mentioning
that this point of view yields a rich class of generalizations. Indeed, any choice
of the set of allowed fibers will yield a combinatorial theory which could be
interesting to study. One could for instance allow any Boolean algebra as
a fiber. This would correspond to the theory of all collapses, not just the
elementary ones, which we get when considering the small fibers. One can take
any other infinite family of posets. One prominent family is that of partition
lattices {Πn}∞n=1. What happens if we consider all poset maps with partition
lattices as fibers?

11.2 Discrete Morse Theory for CW complexes

11.2.1 Attaching cells to homotopy equivalent spaces

We shall use the following standard fact of Algebraic Topology, which we state
here with only a sketch of a proof.

Theorem 11.11. Assume X1 and X1 are two homotopy equivalent topological
spaces, and let h : X1 → X2 be some homotopy equivalence. Let σ be a cell
with attachment maps f1 : ∂σ → X1, and f2 : ∂σ → X2, such that h ◦ f1 is
homotopic to f2, see Figure 11.6.



188 11 Discrete Morse Theory

Under these conditions, the space X1 ∪f1 σ is homotopy equivalent to the
space X2 ∪f2 σ.

∂σ

f1 f2

h
X2X1

Fig. 11.6. Attaching a cell to homotopy equivalent spaces.

The homotopy equivalence in Theorem 11.11 can be described by giving
an explicit map f : X1∪f1σ → X2∪f2σ. This map is induced by the map h, and
by the homotopy H : ∂σ×I → X2 satisfying H(∂σ, 0) = f2, H(∂σ, 1) = h◦f1.
To describe f , we identify σ with the unit disc Dn, and ∂σ with the bounding
unit sphere Sn−1. Then we set (cf. Corollary 7.12)

f(x) := h(x), for x ∈ X1,

f(tv) :=

{
2tv, for 0 ≤ t ≤ 1/2, v ∈ Sn−1,

H(v, 2t− 1), for 1/2 ≤ t ≤ 1, v ∈ Sn−1.

The following two special cases of Theorem 11.11 are often distinguished
as those of particular importance:

Case 1. X1 = X2, and h = idX1
.

This is a special case of Proposition 7.11, which is used for example when jus-
tifying the fact that homotopy type of a CW complex is uniquely determined
even if the attachment maps are given only up to homotopy, see Figure 11.7.

Fig. 11.7. Changing the attachment map by a homotopy.
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Case 2. h ◦ f1 = f2.

In fact, if h ◦ f1 = f2, then it is much simpler to describe the homotopy
equivalence map f : X1 ∪f1 σ → X2 ∪f2 σ. We may simply set

f(x) :=

{
h(x), for x ∈ X1;

x, for x ∈ Intσ.
(11.3)

11.2.2 The main theorem

Intuitively, a cellular collapse is a strong deformation retract which pushes the
interior of a maximal cell in, using one of its free boundary cells as the starting
point, much like compressing a body made of clay. The cellular collapses can
be defined for arbitrary CW complexes.

Definition 11.12. Let X be a topological space and let Y be a subspace of X.
We say that Y is obtained from X by an elementary collapse if X can be
represented as a result of attaching a ball Bn to Y along one of the hemi-
spheres. In other words, if there exists a map ϕ : Bn−1

− → Y , such that

X = Y ∪ϕ Bn, where Bn−1
− denotes one of the closed hemispheres on the

boundary of Bn.
Such a collapse is called cellular if additionally X is a CW complex, and

X is a CW complex obtained from Y by attaching two cells: Bn−1
+ (this is the

opposite hemisphere of Bn−1
− ) and Bn, with ϕ inducing the necessary attaching

maps as above.

The simplicial collapse defined in Section 6.4 is a special case of Defini-
tion 11.12. We are now ready to formulate the central result of this section. For
technical convenience, we restrict ourselves to considering cellular collapses in
the setting of polyhedral complexes only.

Theorem 11.13.
(Main theorem of Discrete Morse Theory for CW complexes)
Let ∆ be a polyhedral complex, and letM be an acyclic matching on F(∆)\{0̂}.
Let ci denote the number of critical i-dimensional cells of ∆.

(a) If the critical cells form a subcomplex ∆c of ∆, then there exists a sequence
of cellular collapses leading from ∆ to ∆c.

(b) In general, the space ∆ is homotopy equivalent to ∆c, where ∆c is a CW
complex with ci cells in dimension i.

(c) There is a natural indexing of cells of ∆c with the critical cells of ∆, such
that, for any two cells σ and τ of ∆c, satisfying dimσ = dim τ + 1, the
incidence number [τ : σ] is given by

[τ : σ] =
∑

c

w(c). (11.4)



190 11 Discrete Morse Theory

Here the sum is taken over all alternating paths c connecting σ with τ ,
i.e., over all sequences c = (σ, a1, u(a1), . . . , at, u(at), τ), such that σ ≻ a1,
u(at) ≻ τ , and u(ai) ≻ ai+1, for i = 1, . . . , at−1. For such an alternating
path, the quantity w(c) is defined by

w(c) := (−1)t[a1 : σ][τ : u(at)]

t∏

i=1

[ai : u(ai)]

t−1∏

i=1

[ai+1 : u(ai)], (11.5)

where the incidence numbers in the right hand side are taken in the com-
plex ∆.

Remark 11.14. The converse of Theorem 11.13(a) is clearly true in the fol-
lowing sense: if ∆c is a subcomplex of ∆, and if there exists a sequence of
collapses from ∆ to ∆c, then the matching on the cells of ∆ \ ∆c induced
by this sequence of collapses is acyclic. In particular, a polyhedral complex
∆ is collapsible if and only if the poset F(∆) \ {0̂} allows a complete acyclic
matching.

Proof of Theorem 11.13. Take the linear extension L satisfying the condi-
tions of Theorem 11.2.

Proof of (a). Clearly, the linear extension can be chosen so that all the critical
cells come first. Hence, if read in the decreasing order, L gives a sequence of
cellular collapses leading from ∆ to ∆c.

Proof of (b). We perform induction on the cardinality of F(∆). If |F(∆)| =
1, the statement is clear. For the induction step, let σ be the last cell in L.

Case 1. The cell σ is critical.

Let ∆̃ = ∆ \ Intσ, and let ϕ : ∂σ → ∆̃ be the attaching map of σ in ∆.

The matching M restricted to ∆̃ is again acyclic, and the critical cells are the
same, with σ missing. Hence, by induction, there exists a CW complex ∆̃c,
and a homotopy equivalence h : ∆̃→ ∆̃c.

Consider the composition attaching map h◦ϕ : ∂σ → ∆̃c, see Figure 11.8.
By Theorem 11.11, we conclude that ∆̃ ∪ϕ σ ≃ ∆̃c ∪h◦ϕ σ. Note that ∆ =

∆̃ ∪ϕ σ. The theorem follows by induction, if we set ∆c := ∆̃c ∪h◦ϕ σ. The
new homotopy equivalence map is given by equation (11.3).

∂σ

ϕ

h
∆̃c∆̃

h ◦ ϕ

Fig. 11.8. Attaching a critical cell.



11.2 Discrete Morse Theory for CW complexes 191

Case 2. The cell σ is not critical.

In this case we must have (d(σ), σ) ∈M . Note that d(σ) is maximal in F(∆)\
{σ}, and let ∆̃ = ∆ \ (Intσ ∪ Int d(σ)).

Clearly, removing the pair (d(σ), σ) is a cellular collapse, in particular,

there exists a homotopy equivalence f : ∆ → ∆̃. On the other hand, by the
induction assumption, there exists a CW complex ∆̃c with ci i-dimensional
cells, and a homotopy equivalence f̃ : ∆̃ → ∆̃c. Hence, setting ∆c := ∆̃c, we
obtained the desired homotopy equivalence f̃ ◦ f : ∆→ ∆c.

Proof of (c). We would like to give an elementary geometric argument. Let
σ be some critical cell of ∆ of dimension n. Initially, σ was attached along its
boundary sphere, but after all the internal collapses, the attachment became
more intricate. We would like to envision the attaching map as “a map of the
world” drawn on the boundary sphere ∂σ. When the attaching map changes,
we “redraw” this map, usually only locally.

Recall that the collapses can be performed so that the dimension of col-
lapsing pairs does not increase (the dimension is measured by the one of the
two cells which has higher dimension). This means that first all collapses of
dimension n can be performed, then all collapses of dimension n− 1.

We think of this collapsing as a dynamic procedure, and we start by tracing
the changes of the attachment map of σ, when the collapses of dimension n
are executed. Let (a, u(a)) be such a collapse. If a was not in the image of
the attaching map of σ at this point, then this collapse does not alter the
attaching map. If a is in the image of the attaching map of σ at this point,
then this collapse alters the attaching map (the map of the world on ∂σ) as
follows: a gets replaced with ∂u(a) \ Int a. In a polyhedral complex this says
that a gets replaced with the Schlegel diagram of u(a) with respect to a, see
Figure 11.9 for an example. This process will continue until all the collapses
of dimension n are done.

4

1

2

6

3

5

1

3

4

2

Fig. 11.9. Internal collapses as boundary subdivisions: the result of collapsing
(234, 2345) and (345, 3456).

Once it is finished, the only cells of dimension n − 1 which appear in the
image of the attaching map of σ are the critical ones, and those which are
matched to the cells of dimension n−2. The execution of collapses of dimension
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n− 1, which follows after that, has a simple effect on the latter ones: they are
being internally collapsed, leaving no contribution to the incidence numbers.

This means that the only thing which we need to understand is how often,
and with which orientations will the critical cells of dimension n − 1 appear
on the boundary sphere ∂σ. It follows from our iterative procedure above,
that appearances of a given critical cell τ are in one-to-one correspondence
with the alternating paths. Indeed, every replacement of a with ∂u(a) \ Int a
corresponds to prolonging the alternating path with the edge up (a, u(a)), and
then extending it with all possible edges down (b, u(a)).

The correctness of (11.4) follows from the following observation, which
allows us to trace the evolution of incidence numbers of the cells on ∂σ. When
the cell a with the incidence number ǫ gets replaced by the cells ∂u(a) \ Int a,
each such cell b gets the incidence number −ǫ[a : u(a)][b : u(a)]. ⊓⊔

It is easy to see that the proof of Theorem 11.13(b) actually works in
greater generality: one can take arbitrary CW complexes, at the same time
replacing cellular collapses by arbitrary homotopy equivalences. More pre-
cisely, we have the following result.

Theorem 11.15. Let X be a CW complex, and let

F0(X) ⊂ F1(X) ⊂ · · · ⊂ Ft(X) = X

be a CW filtration of X, such that the subcomplex F0(X) is just a single vertex,
and, for all i = 1, . . . , t, either Fi(X) \ Fi−1(X) consists of a single cell, or
the inclusion map fi : Fi−1(X) →֒ Fi(X) is a homotopy equivalence.

Then X is homotopy equivalent to a CW complex, whose cells are in di-
mension preserving bijection with the cells of X, which appear as Fi(X) \
Fi−1(X).

Proof. If the inclusion map fi : Fi−1(X) →֒ Fi(X) is a homotopy equivalence,
then there exists gi : Fi(X) → Fi−1(X) which is a homotopy equivalence as
well. After this observation the proof of Theorem 11.13(b) works one-to-one,
with critical cells replaced with Fi(X)\Fi−1(X), whenever the latter consists
of a single cell, and with collapses replaced by such maps gi. ⊓⊔

11.2.3 Examples

Example 0: internal collapses on the boundary of a simplex

Our first example is rather simple, let ∆ be the boundary of an n-dimensional
simplex. We see that F(∆) \ {0̂} = B̄n+1. Consider the following matching M
on B̄n+1: (S, S∪{1}) ∈M for all S ⊂ {2, . . . , n+1}. Clearly, this is an acyclic
matching, and the only critical simplices are σ = {1}, and σ = {2, . . . , n+1}.
Therefore c0 = cn−1 = 1, whereas c1 = · · · = cn−2 = 0. It follows that
∆ ≃ Sn−1, as is of course expected.
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Example 1: The independence complexes of strings and cycles

Our first real application is concerned with the independence complexes of
graphs, which were defined in Subsection 9.1.1. Recall, that for an arbitrary
integer n ≥ 1, we let Ln denote the graph consisting of n vertices, and n− 1
edges which are connecting these vertices so as to form a string.

Proposition 11.16. For any n ≥ 1, we have

Ind(Ln) ≃





Sk−1, if n = 3k;

pt, if n = 3k + 1;

Sk, if n = 3k + 2.

Proof. Assume that the vertices of Ln are labeled 1 through n in the same
sequence as they occur along the string. Let k denote the maximal integer
such that 3k ≤ n. Furthermore, let C be a chain with k + 1 elements labeled
as follows:

c3 > c6 > · · · > c3k > cr.

We define a map ϕ : F(Ind (Ln)) → C by the following rule. The simplices
which contain the vertex labeled with 3 get mapped to c3, the simplices which
do not contain the vertex labeled with 3, but contain the vertex labeled with
6 get mapped to c6, the simplices which do not contain the vertices labeled
with 3 and 6, but contain the vertex labeled with 9 get mapped to c9, and
so on. Finally, the simplices which contain none of the vertices labeled with
3, 6, . . . , 3k, get all mapped to cr (the index r stands here for the rest).

Clearly, the map ϕ is order-preserving, since the if one takes a larger
simplex, it will have more vertices, and the only way its image may change
is to go up, when a new element from the set {3, 6, . . . , 3k} is added and is
smaller than the previously smallest one.

Let us now define acyclic matchings on the preimages of C under the
map ϕ. We split our argument in 3 cases.

Case 1. First we consider the preimage ϕ−1(c3). For any simplex σ ∈ ϕ−1(c3)
we have 3 ∈ σ and hence 2 /∈ σ. It follows that pairing σ ↔ σ ⊕ {1} provides
a matching which is well-defined and is obviously acyclic.

Case 2. Next, we consider the preimages ϕ−1(c6) through ϕ−1(c3k). Let t
be an integer, such that 2 ≤ t ≤ k. The preimage ϕ−1(c3t) consists of all
simplices σ, such that 3, 6, . . . , 3t − 3 /∈ σ, while 3t ∈ σ. In particular, we
have 3t − 1 /∈ σ. This means that the pairing σ ↔ σ ⊕ {3t − 2} provides
a well-defined matching, which is acyclic.

Case 3. Finally, we consider the preimage ϕ−1(cr). We consider 3 subcases.

If n = 3k + 1, then this preimage is a face poset with a cone with apex in
n, in particular, the pairing σ ↔ σ ⊕ {n} provides an acyclic matching with
one critical cell σ = {n}, which has dimension 0. By Theorem 11.10 we can
conclude that Ind (L3k+1) is collapsible.
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If n = 3k, we see that X = ϕ−1(cr) is a face poset of the boundary of k-
dimensional cross-polytope, which is the same as the k-fold join of S0 with
itself. By Theorem 11.10 the matching constructed up to now is acyclic, and
it gives us a collapsing sequence leading to X. In particular, this shows that
Ind (L3k) is homotopy equivalent to Sk−1.

If n = 3k + 2, we see that X = ϕ−1(cr) is a face poset of the boundary
of (k + 1)-dimensional cross-polytope, since this time around we have the k-
fold join of S0 with itself. The rest is just the same, and we conclude that
Ind (L3k+2) is homotopy equivalent to Sk. ⊓⊔

Note, that the proof of Proposition 11.16 actually yields a stronger state-
ment: instead of contractibility, we actually get a collapsibility, and instead
of a mere homotopy equivalence to a sphere of some dimension, we get a se-
quence of collapses, leading to an explicit sphere, sitting inside Ind (Ln) as
a subcomplex.

For an arbitrary integer n ≥ 2, we let Cn denote the cycle with n ver-
tices. These vertices are labeled 1, . . . , n, with arithmetic operations on labels
performed modulo n. The homotopy type of the independence complexes of
cycles allows an easy description as well.

Proposition 11.17. For any n ≥ 2, we have

Ind(Cn) ≃
{
Sk−1 ∨ Sk−1, if n = 3k;

Sk−1, if n = 3k ± 1.

Proof. Let k denote the maximal integer, such that 3k ≤ n + 1, and let the
chain C be defined in the same way as in Proposition 11.16. Furthermore,
let ϕ : F(Ind (Cn)) → C be the order-preserving map also described by the
same rule as the one in Proposition 11.16. Again, we are looking for acyclic
matchings on the preimages.

To start with, the matchings on the preimages ϕ−1(c6) through ϕ
−1(c3k)

defined identically to Proposition 11.16 are again well-defined and acyclic,
without any critical cells. The cases of the remaining two preimages are slightly
different.

The preimage ϕ−1(c3) is the same as the face poset of Ind (Ln−3) with
a minimal element added. Taking the acyclic matching for Ind (Ln−3) and
augmenting it by matching the critical 0-cell with the minimal element yields
a new acyclic matching. If n = 3k+1, this matching has no critical cells at all.
Otherwise, i.e., if n = 3k, or n = 3k − 1, it has one critical cell in dimension
k − 1.

Finally, we describe an acyclic matching on the preimage ϕ−1(cr) by con-
sidering 3 cases.

If n = 3k − 1, then we know that 3, 6, . . . , 3k − 3, 3k /∈ σ, where we recall
that with our conventions 3k = 1. Therefore, we are dealing with a face poset
of a cone with apex in 2, and hence pairing σ ↔ σ ⊕ {2} gives a well-defined
acyclic matching with one critical cell {2} in dimension 0.
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If n = 3k, then we again have a face poset of the join of k copies of S0.
Denote the sets of vertices of these k copies of S0 by {x1, y1}, . . . , {xk, yk}.
Consider the pairing σ ↔ σ ⊕ {xi}, where i is the minimal index such that
yi /∈ σ. This is a well-defined acyclic matching with critical cells {x1} of
dimension 0, and {y1, . . . , yk} of dimension k − 1.

If n = 3k+1, then we have a face poset of k− 1 copies of S0 and one copy
of Ind (L3). Denote the sets of vertices of these k− 1 copies of S0 by {x1, y1},
. . . , {xk−1, yk−1}, and let {xk, yk, zk} be the vertices of Ind (L3) with yk being
the middle vertex. Consider the pairing with the same rule: σ ↔ σ ⊕ {xi},
where i is the minimal index such that yi /∈ σ. This is a well-defined acyclic
matching with critical cells {x1} of dimension 0, and {y1, . . . , yk} of dimension
k − 1. ⊓⊔

For future reference, let us remark that the proofs of Proposition 11.16 and
of Proposition 11.17 imply that the inclusion graph homomorphism i : L3k →֒
C3k+1 induces an isomorphism on the homology groups i∗ : H∗(Ind (L3k)) →֒
H∗(Ind (C3k+1)).

Example 2: The simplicial complex ∆(Π̄n) is homotopy equivalent
to a wedge of (n− 1)! spheres of dimension n− 3

Recall the partition lattice Πn introduced in Chapter 9.

Theorem 11.18. For n ≥ 3, the simplicial complex ∆(Π̄n) is homotopy
equivalent to a wedge of spheres of dimension n− 3.

Proof. The statement is obviously true for n = 3, so we assume that n ≥ 4
and proceed by induction. Set α := (1)(2, 3, . . . , n), and let Q to be the interval
consisting of all partitions having a singleton block (1) with a reversed order,
i.e., Q := [0̂, α]opΠn

. We define an order-preserving map ϕ : F(∆(Π̄n))→ Q by
the following rule:

a chain c is taken to the minimal element of Q which can be added to c.

One example is shown in Figure 11.10. To analyze this rule, take c ∈
F(∆(Π̄n)), assume c = (π1 < π2 < · · · < πt), and consider various cases.

Case 1. If α ≥ πt, then ϕ(c) = α.

Case 2. If α 6≥ πk, and either α ≥ πk−1, or k = 1, then ϕ(c) = πk ∧ α.
In words: find the smallest partition πk in c, where 1 is a part of a non-singleton
block B, and then partition B into (1) and B \ {1}. This also shows that the
minimal element in this rule is unique, hence the map ϕ is well-defined.

To see that ϕ is order-preserving, it is enough to notice that if the chain is
increased, then the minimal possible element of Q, i.e., the maximal possible
element of [0̂, α]Πn

, which can be added to this chain will either remain the
same, or will increase in Q (resp. decrease in [0̂, α]Πn

).
By Theorem 11.10 it is now sufficient to construct acyclic matchings on

the fibers ϕ−1(x). We do that again with case-by-case analysis.
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Fig. 11.10. The map ϕ for n = 4.

Case 1. Let S = ϕ−1((1)(2) . . . (n)). Clearly, the poset S is in fact a disjoint
union S = S2 ∪ · · · ∪ Sn, where Si is the subposet consisting of all chains
containing the element (1i)(2) . . . (i − 1)(i + 1) . . . (n), for i = 2, . . . , n. Each
poset Si is actually a copy of F(∆(Π̄n−1)) ∪ {0̂}. By induction, there exists
an acyclic matching on F(∆(Π̄n−1)), which has one critical cell in dimension
0 and (n− 2)! critical cells in dimension n− 4.

In the poset F(∆(Π̄n−1)) ∪ {0̂} this acyclic matching can be extended to
have only the top-dimensional critical element, as the other one is matched
with 0̂. When considered in Si, these maximal chain consist of n−2 elements,
hence they correspond to critical simplices of dimension n− 3 in ∆(Π̄n).

Case 2. Let S = ϕ−1(π), for π 6= (1)(2) . . . (n). The matching rule in this
case is the following: add π to the chain if it is not there already, otherwise -
remove it. Obviously this gives an acyclic matching. The only element which
is not matched is the chain consisting only of π: this one would have to be
matched with an empty chain, which, by our assumptions, is not there. This
corresponds to one critical cell of dimension 0.

Summarizing our considerations, we get (n−1)×(n−2)! = (n−1)! critical
cells of dimension n−3, and one critical cell of dimension 0. We may therefore
conclude that ∆(Π̄n) is homotopy equivalent to a wedge of (n − 1)! spheres
of dimension n− 3.

The spheres are enumerated by these critical cells of dimension n − 3. If
desired, the recursion above can be avoided and the chains corresponding to
these critical cells can be listed explicitly. These are indexed by permutations
of {2, . . . , n}, where for every such permutation (i1, . . . , in−1) the correspond-
ing chain c is given by:

c = (1, i1)(2) . . . (n) < (1, i1, i2)(2) . . . (n) < · · · < (1, i1, . . . , in−2)(in−1).

The dual cochains of these simplices can also be taken as a basis for the
cohomology group H̃n−3(∆(Π̄n);Z). ⊓⊔
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In the next two examples we illustrate how one can check the acyclicity of
a partial matching directly, bypassing the Patchwork Theorem 11.10.

Example 3: The generalized simplicial complex ∆(Π̄n)/Sn is
collapsible

The indexing of the simplices of ∆(Π̄n)/Sn.
The simplices of ∆(Π̄n) can be indexed with sequences of the set partitions of
[n], where the partitions refine each other. One can think of such a sequence
as a forest, where vertices are ordered into levels, each level correspond to
a set partition of [n], and each vertex on that level corresponds to a block of
this partition.

We can therefore index the simplices of ∆(Π̄n) with such “leveled forests”,
where the vertices carry subsets of [n] as labels, and the label of each vertex is
equal to the union of the labels of its children; see Figure 11.11 for an example.
If one desires one can also add two artificial levels: one on top, consisting of
one vertex having the label [n], and one on the bottom, consisting of n leaves
having labels 1 through n; this way we obtain labeled trees. Clearly, the labels
of the bottom level determine all other labels.

3

2

3

2

11

11

2 1

221

3 4

131

1 11 111 2 2 1

Fig. 11.11. Examples of labeled forests indexing 2-simplices of the generalized
simplicial complex ∆(Π̄n)/Sn.

The symmetric group Sn acts by permuting the ground set [n]. We leave
it as an exercise, to see that an Sn-orbit of a labeled tree as above consists
of all labeled trees with the same cardinalities of the labels on the vertices.
As a result of this observation, we can index the simplices of ∆(Π̄n)/Sn with
the labeled trees as above, with the difference that the labels are positive
integers, and labels on each level form a number partition of n (instead of the
set partition of [n]). For example, the vertices of ∆(Π̄n)/Sn are indexed with
number partitions of n, edges of ∆(Π̄n)/Sn are indexed with the ways two
such number partitions can refine each other, and so on.

We also see that, both in the case of ∆(Π̄n), and of ∆(Π̄n)/Sn, the bound-
ary operator is obtained by deleting entire levels from trees and reconnecting
vertices transitively through the deleted level.
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Fig. 11.12. An example of the boundary operator in the generalized simplicial
complex ∆(Π̄n)/Sn.

When λ is a number partition of n, λ = (λ1, . . . , λt), we define s2(λ) =
∑t
i=1

⌊
λi
2

⌋
and µ2(λ) = (2s2(λ), 1n−2·s2(λ)) = (2, . . . , 2︸ ︷︷ ︸

s2(λ)

, 1, . . . , 1︸ ︷︷ ︸
n−2·s2(λ)

). Clearly

µ2(λ) refines λ.

Theorem 11.19. The generalized simplicial complex ∆(Π̄n)/Sn is collapsi-
ble, for all n ≥ 3.

Proof. Set Xn := ∆(Π̄n)/Sn. The quotient map p : ∆(Π̄n)→ Xn is cellular.
The vertices of Xn are indexed by the number partitions λ of n, λ 6= (n), (1n).
These partitions are partially ordered by refinement. We call the vertices which
have the form (2a, 1n−2a), for some a, special.

Let us now describe an acyclic matching on P = F(Xn). Let F ∈ P . If
all vertices of F are special, then we put F in the set of critical simplices.
If not, define λ(F ) to be the smallest not special vertex of F . If µ2(λ(F )) is
a vertex of F then we match F with F \ {µ2(λ(F ))}, otherwise we match F
with F ∪ {µ2(λ(F ))}.

To see that this is a valid matching, note that

λ(F ) = λ(F ∪ µ2(λ(F ))).

Next, we show that the obtained matching M is acyclic. Assume there
exists a sequence σ0, . . . , σt ∈ P , such that all σi are different, with the
exception σ0 = σt, and such that u(σi) ≻ σi+1 for 0 ≤ i ≤ t − 1. As-
sume u(σ0) = (a1, . . . , aα, b1, . . . , bβ), where ai’s are special and b1 is not.
Then σ0 = (a1, . . . , aα−1, b1, . . . , bβ). Since σ1 is matched upwards, and
u(σ0) 6= u(σ1), we have σ1 = (a1, . . . , aα, b2, . . . , bβ). We see that the number
of special vertices in σ1 is larger by 1 than in σ0. Repeating the argument, we
see that σt has t special vertices more than σ0, therefore σ0 6= σt. This leads
to the conclusion that M is an acyclic matching.

The critical simplices form a subcomplex of Xn, which we call XC
n . By

Theorem 11.13, there exists a sequence of elementary collapses leading from
Xn to XC

n . Observe that if A = (a1, . . . , at) and B = (b1, . . . , bt) are two
simplices of ∆(Π̄n) such that for i = 1, . . . , t, both ai and bi are of the type
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(2αi , 1n−2αi) for some αi, then there exists g ∈ Sn such that gA = B, i.e.,
p(A) = p(B). This implies that XC

n is a simplex, so we can conclude that Xn

is collapsible.
Note that this matching can also be found in a functorial way as follows.

Let Q be a chain with ⌊n/2⌋ elements labeled with numbers 1, . . . , ⌊n/2⌋ in
the reverse order, i.e., 1 labels the maximal element. Define ϕ : P → Q by
mapping the cell F ∈ P to the maximal number k, such that (2k, 1n−2k) is
either a vertex of F , or can be added to F to form a new cell. This is an order-
preserving map, since taking a bigger cell will either keep this number k the
same, or decrease it.

An acyclic matching on the fiber ϕ−1(k), for k ∈ Q, is simply obtained
by adding the vertex (2k, 1n−2k) to cells which do not have it, or removing it
from those which do. The only critical cell has dimension 0, and can be found
in the fiber ϕ−1(k), for k = ⌊n/2⌋: it is the vertex (2k, 1n−2k) which cannot
be removed, since the empty cell is not being matched. ⊓⊔

Example 4: Bounded sets in a lattice

As we have seen in Chapter 9, there is a number of constructions associating
a simplicial complex to a poset (or more generally, to a category), here is yet
another one which works for lattices.

Definition 11.20. Let L be an arbitrary finite lattice. We define J (L) be
the simplicial complex whose set of vertices is equal to the set of elements of
L̄, and whose simplices are all subsets S ⊆ L̄ which have a nontrivial lower
bound, i.e., such that

∧
S 6= 0̂.

Clearly, the simplicial complex J (L) contains ∆(L̄) as a subcomplex. It
turns out that much more is true.

Theorem 11.21. Let L be an arbitrary finite lattice, then J (L)ց ∆(L̄).

Proof. As the centerpiece of the argument we define the following partial
acyclic matching on F(J (L)). Let S be an arbitrary simplex of J (L). Assume
that F(J (L))[S] is not a chain. Set t := |S|, and let {a1, a2, . . . , at} be a linear
extension of F(J (L))[S], i.e., if 1 ≤ i < j ≤ t, then ai 6≥ aj .

Let k(S) be the maximal index, 1 ≤ k(S) ≤ t, such that a1 < a2 < · · · <
ak(S), and ak(S) < ai, for all k(S) + 1 ≤ i ≤ t, see Figure 11.13. If S has
no minimal element, then we set k(S) := 0. Set a(S) := ak(S)+1 ∧ · · · ∧ at.
Since F(J (L))[S] is not a chain, we have k(S) ≤ t − 2, and hence a(S) is
well-defined.

Let Σ be the set of all subsets S ⊆ L̄, such that F(J (L))[S] is not a chain,
and such that a(S) 6∈ S. For S ∈ Σ define µ(S) := S ∪ {a(S)}, again see
Figure 11.13. Clearly, µ defines a partial matching, and, since for any S ∈ Σ
we have a(µ(S)) = a(S), we see that the set µ(Σ) ∪Σ consists of all subsets
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µak(S)−1

a1

ai, i > k(S)

ak(S)

ak(S)−1

a1

ai, i > k(S)

ak(S)

a(S) = ak(S)+1 ∧ · · · ∧ at

Fig. 11.13. The partial matching µ.

S ⊆ L̄, such that F(J (L))[S] is not a chain. Consequently, the set of critical
elements C(F(J (L)), µ) consists of all chains S ∈ F(∆(L̄)).

Let us see that the partial matching µ is acyclic. Assume there exists
a sequence S1, . . . , St ∈ Σ, where t ≥ 2, such that µ(S1) ≻ S2, µ(S2) ≻ S3, . . . ,
µ(St) ≻ S1. Let again {a1, a2, . . . , at} be a linear extension of F(J (L))[S1],
as above. By the definition of covering relations, and, since S2 6= S1, we have
S2 = µ(S1) \ {ai}, for some 1 ≤ i ≤ t. If 1 ≤ i ≤ k(S1), then a(S2) = a(S1),
which, together with S1 = µ(S1) \ {a(S1)}, implies a(S2) ∈ S2, and hence
S2 ∈ µ(Σ), giving a contradiction.

Finally, the only option left is that k(S1) + 1 ≤ i ≤ t, in which case
a(S2) ≥ a(S1), since the join is taken over a set, where each element is larger
than a(S1). If the equality a(S2) = a(S1) holds, then S2 ∈ µ(Σ), again giv-
ing a contradiction. Thus we have shown that a strict inequality must hold:
a(S2) > a(S1).

Analogously, we can prove that a(Si+1) > a(Si), for all 1 ≤ i ≤ t− 1, and
that a(S1) > a(St), which, when combined together, yields a contradiction
to the assumption that the matching is not acyclic. By Theorem 11.13 we
see that the acyclic matching µ provides a sequence of elementary collapses
leading from J (L) to ∆(L̄). ⊓⊔

More applications will appear in the subsequent sections.
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11.3 Algebraic Morse Theory

In this section we give a version of Discrete Morse Theory which is adapted
to the setting of arbitrary free chain complexes.

11.3.1 Acyclic matchings on free chain complexes and the Morse
complex

Let R be an arbitrary commutative ring with a unit. Recall that a chain
complex C∗ consisting of R-modules

C∗ = · · · ∂n+2−→ Cn+1
∂n+1−→ Cn

∂n−→ Cn−1
∂n−1−→ . . . ,

is called free if Cn is a finitely generated free R-module for all n. When no
confusion can occur, we simply write ∂ instead of ∂n. We also always require
that C∗ is to be bounded on the right.

In order to introduce a combinatorial element into this setting, we need
to choose a basis (i.e., a set of free generators) Ωn for each Cn. When this
is done, we say that we have chosen a basis Ω =

⋃
nΩn for the entire chain

complex C∗. We write (C∗, Ω) to denote a chain complex with a basis. A free
chain complex with a basis is the main object of study of Algebraic Morse
Theory.

Given a free chain complex with a basis (C∗, Ω), and two elements α ∈ Cn,
and b ∈ Ωn, we denote the coefficient of b in the representation of α as a linear
combination of the elements of Ωn by kΩ(α, b), or, if the basis is clear, simply
by k(α, b). For x ∈ Cn we write dimx = n. By convention, we set kΩ(α, b) = 0
if the dimensions do not match, i.e., if dimα 6= dim b.

Note that a free chain complex with a basis (C∗, Ω) can be represented as
a ranked poset P (C∗, Ω), with R-weights on the order relations. The elements
of rank n correspond to the elements of Ωn, and the weight of the covering
relation b ≻ a, for b ∈ Ωn, a ∈ Ωn−1, is simply defined by wΩ(b ≻ a) :=
kΩ(∂b, a). In other words,

∂b =
∑

b≻a

wΩ(b ≻ a)a,

for each b ∈ Ωn. Again, if the basis is clear, we simply write w(b ≻ a).

Definition 11.22. Let (C∗, Ω) be a free chain complex with a basis. A partial
matchingM⊆ Ω×Ω on (C∗, Ω) is a partial matching on the covering graph
of P (C∗, Ω), such that if b ≻ a, and b and a are matched, i.e., if (a, b) ∈ M ,
then w(b ≻ a) is invertible.

It is important to note that Definition 11.22 is different from the topo-
logical one, which was used in Theorem 11.13. In the algebraic setting, the



202 11 Discrete Morse Theory

condition that the matched cells form a regular pair (in the CW sense) is re-
placed by requiring that the covering weights in matched pairs are invertible.
However, the notion of acyclic matching, which is purely combinatorial, since
it is defined on the level of posets, remains the same.

Given such a partial matchingM, we denote by Un(Ω) the set of all b ∈ Ωn,
such that b is matched with some a ∈ Ωn−1, and, analogously, we denote by
Dn(Ω) the set of all a ∈ Ωn, which are matched with some b ∈ Ωn+1. We
let Cn(Ω) := Ωn \ {Un(Ω) ∪ Dn(Ω)} denote the set of critical basis elements
of dimension n. Finally, we set U(Ω) :=

⋃
n Un(Ω), D(Ω) :=

⋃
nDn(Ω), and

C(Ω) :=
⋃
n Cn(Ω).

Given two basis elements s ∈ Ωn and t ∈ Ωn−1, the weight of an alternating
path

p = (s ≻ d(b1) ≺ b1 ≻ d(b2) ≺ b2 ≻ · · · ≻ d(bn) ≺ bn ≻ t), (11.6)

where n ≥ 0, and all bi ∈ U(Ω) are distinct, is defined to be the quotient

w(p) := (−1)n w(s ≻ d(b1)) · w(b1 ≻ d(b2)) · · · · · w(bn ≻ t)
w(b1 ≻ d(b1)) · w(b2 ≻ d(b2)) · . . . · w(bn ≻ d(bn))

. (11.7)

The reader is invited to compare (11.7) with formula (11.5). Additionally, we
shall use the notations p• = s and p• = t.

Definition 11.23. Let (C∗, Ω) be a free chain complex with a basis, and let
M be an acyclic matching. The Morse complex

· · · ∂
M
n+2−→ CM

n+1

∂M
n+1−→ CM

n

∂M
n−→ CM

n−1

∂M
n−1−→ . . . ,

is defined as follows. The R-module CM
n is freely generated by the elements

of Cn(Ω). The boundary operator is defined by

∂Mn (s) =
∑

p

w(p) · p•,

for all s ∈ Cn(Ω), where the sum is taken over all alternating paths p satisfying
p• = s. Again, if the indexing is clear, we simply write ∂M instead of ∂Mn .

Given a free chain complex with a basis (C∗, Ω), we can choose a different

basis Ω̃ by replacing each a ∈ Dn(Ω) by ã = w(u(a) ≻ a)·a, because w(u(a) ≻
a) is required to be invertible. Since

kΩ̃(x, ã) = kΩ(x, a)/w(u(a) ≻ a), (11.8)

for any x ∈ Ωn, we see that the weights of those alternating paths, which do
not begin with or end in an element from Dn(Ω), remain unaltered, as the
quotient w(x ≻ z)/w(y ≻ z) stays constant as long as x, y 6= a. In particular,
the Morse complex will not change. On the other hand, by (11.8), wΩ̃(u(a) ≻
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a) = 1, for all a ∈ D(Ω̃), so the total weight of the alternating path in (11.6)
will simply become

wΩ̃(p) = (−1)nwΩ̃(s ≻ d(b1)) · wΩ̃(b1 ≻ d(b2)) · · · · · wΩ̃(bn ≻ t).

Because of these observations, we may always replace any given basis of C∗

with the basis Ω̃ satisfying wΩ̃(u(a) ≻ a) = 1, for all a ∈ D(Ω̃).

11.3.2 The main theorem

The chain complex . . . −→ 0 −→ R id−→ R −→ 0 −→ . . . , where the only
non-trivial modules are in the dimensions d and d−1, is called an atom chain
complex, and is denoted by Atom (d).

The main theorem of Algebraic Morse Theory brings to light a certain
structure in C∗. Namely, by choosing a different basis, one can represent C∗

as a direct sum of two chain complexes, of which one is a direct sum of atom
chain complexes, in particular acyclic, and the other one is isomorphic to CM

∗ .
For convenience, the choice of basis can be performed in several steps, one step
for each matched pair of the basis elements.

Theorem 11.24.
(Main theorem of Discrete Morse Theory for free chain complexes)
Assume that we have a free chain complex with a basis (C∗, Ω), and an acyclic
matchingM. Then C∗ decomposes as a direct sum of chain complexes CM

∗ ⊕
T∗, where T∗ ≃

⊕
(a,b)∈M Atom (dim b).

It can be advisory to use the example in Subsection 11.3.3 as an illustration
for the following proof.

Proof. To start with, let us choose a linear extension L of the partially ordered
set P (C∗, Ω) satisfying the conditions of the Theorem 11.2, and let <L denote
the corresponding total order.

Assume first that C∗ is bounded; without loss of generality, we can assume
that Ci = 0 for i < 0, and i > N . Letm = |M | denote the size of the matching,
and let l = |Ω| − 2m denote the number of critical cells.

We shall now inductively construct a sequence of bases Ω0, Ω1, . . . , Ωm of
C∗. Finer, each basis will be divided into three parts: C(Ωk) = {ck1 , . . . , ckl },
D(Ωk) = {ak1 , . . . , akm}, and U(Ωk) = {bk1 , . . . , bkm}, such that aki = d(bki ), for
all i ∈ [m].

We start with Ω0 = Ω and the initial condition b0i <L b0i+1, for all i ∈
[m− 1]. Since the lower index of k−(−,−) and w−(− ≻ −) will be clear from
the arguments, we shall omit it to make the formulae more compact.

When constructing the bases, we shall simultaneously prove by induction
the following statements:

(i) C∗ = C∗[k]⊕Ak1⊕· · ·⊕Akk, where C∗[k] is the subcomplex of C∗ generated
by Ωk \ {ak1 , . . . , akk, bk1 , . . . , bkk}, and Aki is isomorphic to Atom (dim bki ), for
i ∈ [k];
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(ii) for every xk ∈ {bkk+1, . . . , b
k
m} ∪ C(Ωk), yk ∈ C(Ωk), we have w(xk ≻

yk) =
∑
p w(p), where the sum is restricted to those alternating paths from x0

to y0 which only use the pairs (a0i , b
0
i ), for i ∈ [k].

Clearly, all of the statements are true for k = 0. Assume k ≥ 1.

Transformation of the basis Ωk−1 into the basis Ωk:
we set

• akk := ∂bk−1
k ;

• bkk := bk−1
k ;

• xk := xk−1 − w(xk−1 ≻ ak−1
k ) · bk−1

k , for all xk−1 ∈ Ωk−1, x 6= ak, bk.

First, we see that Ωk is a basis. Indeed, assume bk−1
k ∈ Cn. For i 6= n, n−1,

we have Ωki = Ωk−1
i , hence, by induction, it is a basis. Ωkn−1 is obtained

from Ωk−1
n−1 by adding a linear combination of other basis elements to the

basis element ak−1
k , hence Ωkn−1 is again a basis. Finally, Ωkn is obtained from

Ωk−1
n by subtracting multiples of the basis element bk−1

k from the other basis
elements, hence it is also a basis.

Next, we investigate how the poset P (C∗, Ω
k) differs from P (C∗, Ω

k−1). If
x 6= bk, we have w(xk ≻ akk) = k(∂xk, akk) = k(∂xk, ak−1

k ) = k(∂xk−1, ak−1
k )−

w(xk−1 ≻ ak−1
k ) · k(∂bk−1

k , ak−1
k ) = 0, where the second equality follows from

the fact that Ωkn−1 is obtained from Ωk−1
n−1 by adding a linear combination of

other basis elements to the basis element ak−1
k , and the last equality follows

from k(∂bk−1
k , ak−1

k ) = 1.
Furthermore, since Ωkn is obtained from Ωk−1

n by subtracting multiples of
the basis element bk−1

k from the other basis elements, we see that for x ∈ Ωkn+1,
y ∈ Ωkn, y 6= bk, we have w(xk ≻ yk) = w(xk−1 ≻ yk−1). Additionally, since
the differential of the chain complex squares to 0, we have 0 =

∑
zk∈Ωk

n
w(xk ≻

zk) · w(zk ≻ akk) = w(xk ≻ bkk) · w(bkk ≻ akk) = w(xk ≻ bkk), where the second
equality follows from w(zk ≻ akk) = 0, for z 6= bk.

We can summarize our findings as follows: all weights in the poset
P (C∗, Ω

k) are the same as in P (C∗, Ω
k−1), with the following exceptions:

(1) w(xk ≻ bkk) = 0, and w(bkk ≻ xk) = 0, for x 6= ak;

(2) w(akk ≻ xk) = 0, and w(xk ≻ akk) = 0, for x 6= bk;

(3) w(xk ≻ yk) = w(xk−1 ≻ yk−1) − w(xk−1 ≻ ak−1
k ) · w(bk−1

k ≻ yk−1), for
x ∈ Ωkn, y ∈ Ωkn−1, x 6= bk, y 6= ak.

In particular, the statement (i) is proved. Furthermore, the following fact
can be seen by induction, using (1), (2), and (3):

Fact (∗). If w(xk ≻ yk) 6= w(xk−1 ≻ yk−1), then b0k ≥L y0.
Indeed, either y ∈ {ak, bk}, or y is critical, or y = ak̃, for k̃ > k, such that

w(bk−1
k ≻ yk−1) 6= 0. In the first two cases b0k ≥L y0 by the construction of L,
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and the last case is impossible by induction, and again, by the construction
of L.

We have w(bkj ≻ akj ) = w(bk−1
j ≻ ak−1

j ), for all j, k. Indeed, this is clear for
j = k. The case j < k follows by induction, and the case j > k is a consequence
of the Fact (∗).

Next, we see that the partial matchingMk := {(aki , bki ) | i ∈ [m]} is acyclic.
For j ≤ k, the poset elements bkj , a

k
j are incomparable with the rest, hence they

cannot be a part of a cycle. For i > k, we have w(bkj ≻ aki ) = w(bk−1
j ≻ ak−1

i ),
by the Fact (∗). Hence, by induction, no cycle can be formed by these elements
either.

Finally, we trace the boundary operator. Let xk ∈ {bkk+1, . . . , b
k
m}∪C(Ωk),

yk ∈ C(Ωk). We have w(xk ≻ yk) = w(xk−1 ≻ yk−1) − w(xk−1 ≻
ak−1
k )w(bk−1

k ≻ yk−1). By induction, the first term is counting the contri-
bution of all the alternating paths from x0 to y0 which do not use the edges
b0l ≻ a0l , for l ≥ k. The second term contains the additional contribution
of the alternating paths from x0 to y0 which use the edge b0k ≻ a0k. Ob-
serve, that if this edge occurs then, by the construction of L, it must be the
second edge of the path (counting from x0), and, by the fact (∗), we have
w(xk−1 ≻ ak−1

k ) = w(x0 ≻ a0k). This proves the statement (ii), and therefore
concludes the proof of the finite case.

It is now easy to deal with the infinite case, since the basis stabilizes as
we proceed through the dimensions, so we may take the union of the stable
parts as the new basis for C∗. ⊓⊔

We remark that even if the chain complex C∗ is infinite in both directions,
one can still define the notion of the acyclic matching and of the Morse com-
plex. Since each particular homology group is determined by a finite excerpt
from C∗, we may still conclude that H∗(C∗) = H∗(C

M
∗ ).

11.3.3 An example

Note that the proof of Theorem 11.24 is actually an algorithm. In this subsec-
tion we illustrate the workings of this algorithm on a concrete chain complex,
namely one associated to some chosen triangulation of the projective plane,
see Figure 11.14. For the sake of clarity, we restrict ourselves to Z2-coefficients.
On our figures, a solid line directed from a basis element x down to the basis
element y means that ∂x contains y with coefficient 1, when ∂x is decomposed
in the current basis of the chain group in dimension dim y, that is the basis
consisting of elements which are depicted in the figure in question on the same
level as y.

The algorithm starts by picking an extension L satisfying the conditions
of Theorem 11.2, this is done on Figure 11.15.

This linear order yields the initial basis Ω0, see Figure 11.16.
Applying the basis transformation rule to Ω0 is especially easy since we are

dealing with Z2-coefficients: all we need to do is to replace all basis elements
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4 2 = 41 = 3
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Fig. 11.14. A triangulation of RP2 and the corresponding face poset.
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Fig. 11.15. The linear extension L.

b5 c3

b1 a3

c1

c2

a2

b2

b3

a5 a4

b4

a1

Fig. 11.16. The basis Ω0.

x containing a1 in their boundary by x+ b1, and recompute the boundaries in
the new basis. Again, since we are working over Z2, the new boundaries of the
basis elements in the same dimension as b1 are simply obtained by taking the
symmetric sum (exclusive or) of the sets covered by x and by b1. The analogy
with Gaussian elimination is apparent. The resulting basis with corresponding
boundaries is shown on Figure 11.17.

We continue in the same way to obtain the bases Ω2 − Ω5, as shown on
Figures 11.18-11.21. On each figure, the thick line denotes the next collapse.
The important thing that one should keep in mind is that at each step the
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b5 c3

b1 a3 + b1

c1

c2

a2

b2

b3

a5 + b1 a4 + b1

b4

a1 + c1

Fig. 11.17. The basis Ω1.

poset in the figure is given with respect to the new basis, i.e., the boundaries
all have to be recalculated accordingly.

b5 c3

c1

c2 + b2

a2 + c1

b2b1 a3 + b1 + b2

b3

a4 + b1a5 + b1 + b2

b4

a1 + c1

Fig. 11.18. The basis Ω2.

b5 c3

c1

c2 + b2

a2 + c1

b2b1 a3 + b1 + b2

b3

a4 + b1a5 + b1 + b2

b4 + b3

a1 + c1

Fig. 11.19. The basis Ω3.

The final answer presented on Figure 11.21 is a good illustration of Theo-
rem 11.24 in this special case. In the new basis, shown in circles and rounded
rectangles, our chain complex splits into 5 atom chain complexes and the



208 11 Discrete Morse Theory

b5 c3 + b4 + b3

c1

c2 + b2

a2 + c1

b1 a3 + b1 + b2 b2

b3

a5 + b1 + b2 a4 + b1 + c2 + b2

b4 + b3

a1 + c1

Fig. 11.20. The basis Ω4.

b5 c3 + b4 + b3 + b5

c1

c2 + b2

a2 + c1

b1 a3 + b1 + b2 b2

b3

a5 + b1 + c2 a4 + b1 + c2 + b2

b4 + b3

a1 + c1

Fig. 11.21. The basis Ω5.

Morse complex. The 5 atom chain complexes correspond to the initially
matched pairs, and have no influence on the homology of the chain complex.
The Morse complex is especially simple in this case, as all the differentials ∂M∗
come out to be trivial. This, of course, would have been different if we worked
with integer coefficients. The interested reader is invited to contemplate about
the latter case.

11.4 Bibliographic notes

Discrete Morse Theory is a tool which was discovered by Forman, whose orig-
inal article [For98], as well as a later survey [For03], are warmly recommended
as excellent sources of background information, as well as some topics, which
we did not cover in this chapter.

Our main innovation in Section 11.1 is the equivalent reformulation of
acyclic matchings in terms of poset maps with small fibers, as well as the
introduction of the universal object connected to each acyclic matching. The
Patchwork Theorem 11.10 is a standard tool, used previously by several au-
thors. We think that the terminology of poset fibrations together with De-
composition Theorem 11.9 give the patchworking particular clarity.
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The material of Sections 11.2.1 and 11.2.2 is quite standard, though our
proof of Theorem 11.13(c) is a new ad hoc argument.

We have taken our examples from various sources. Proposition 11.16 and
Proposition 11.17 were both originally proved in [Ko99], though in a different
way. Theorem 11.18 has been proved in [Bj80], whereas Theorem 11.19 can
be found in [Ko00]. Finally, Theorem 11.21 is taken from [Ko06c].

Algebraic Morse Theory was discovered independently by several sets of
authors. We invite the reader to consult the original sources [JW05, Ko05c,
Sk06], providing excellent insight into various aspects of the subject, as well
as supplying further applications. Our treatment here follows the algorithmic
presentation in [Ko05c].
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Lexicographic shellability

Lexicographic shellability is an important tool to study the topological prop-
erties of the order complexes of partially ordered sets. Although, as we shall
see in Remark 12.4, Discrete Morse Theory is more powerful as a method,
shellability may still be useful in concrete applications. We take a detailed
look at this concept in this section.

Our presentation centers around the lexshellable posets, as the most gen-
eral form of the lexicographic shellability. We start with the classical situation
of order complexes of posets, and then proceed to describe how this generalizes
to nerves of acyclic categories.

12.1 Shellability

12.1.1 The basics

The topological fact which gets the whole theory going is that for an n-
dimensional simplex σ, any union of (n−1)-dimensional simplices τ1∪· · ·∪τk
from the boundary of σ is either homeomorphic to an (n − 1)-dimensional
sphere, if we take the entire boundary, or is contractible. In the latter case,
it is in fact a cone, in which any vertex from τ1 ∩ · · · ∩ τk can be taken as
an apex.

Definition 12.1. A generalized simplicial complex ∆ is called shellable if
its maximal simplices can be arranged in linear order F1, F2, . . . , Ft, in such
a way that the subcomplex (

⋃k−1
i=1 Fi)∩Fk is pure and (dimFk−1)-dimensional

for all k = 2, . . . , t.

Note that in Definition 12.1 we use the notion of a generalized simplicial
complex. In particular, multiple simplices on the same set of vertices are
explicitly allowed. Also, we shall call a generalized simplicial complex pure
if all of its maximal simplices have the same dimension.
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An ordering of maximal simplices satisfying the conditions of Defini-
tion 12.1 is called a shelling order. For the right intuition here, one should
think of the whole complex as being decomposed (shelled) by removing the
maximal simplices (along with all those subsimplices which do not belong
to the remaining maximal simplices) in the order of decreasing index. The
condition in Definition 12.1 then says that the intersection of the simplex,
which is being removed, with the remainder of the complex is pure, having
dimension one less than this simplex. Alternatively, one could also think that
our generalized simplicial complex is being glued together from the maximal
simplices, in the order of increasing index. In this light, the term gluing order
would probably be more precise in describing what happens.

A maximal simplex σ is called spanning with respect to the given shelling
order if it is glued along its entire boundary. We denote the set of the spanning
simplices by Σ. As a matter of fact, this set depends on the shelling order,
however, for brevity reasons, we shall omit its mention from our notation.

We remark for future use that the conditions of Definition 12.1 can equiv-
alently be formulated as follows.

Proposition 12.2. Assume that ∆ is a generalized simplicial complex, and
F1, . . . , Ft are its maximal simplices. The complex ∆ is shellable if and only if
the following holds: whenever σ is a simplex in Fi∩Fj, for some 1 ≤ i < j ≤ t,
such that dimσ ≤ dimFj − 2, there must exist 1 ≤ k < j, and a simplex τ in
Fk ∩ Fj, such that τ contains σ as a proper subsimplex.

By repeated application of the condition in Proposition 12.2, one can al-
ways choose the simplex τ , so that dim τ = dimFj − 1, i.e., τ = Fj \ {x}, for
some vertex x of Fj .

Note that in the case of abstract simplicial complex, condition of Propo-
sition 12.2 becomes somewhat simpler, namely it says that: for any 1 ≤ i <
j ≤ t, there exists 1 ≤ k < j, such that Fk ∩ Fj = Fj \ {x}, for some x /∈ Fi;
in other words |Fj \ Fk| = 1 and Fk ∩ Fj ⊇ Fi ∩ Fj . In the actual proofs, it is
often more convenient to check this condition instead.

Another obvious, but useful fact, is that if we are given a shelling order,
then those maximal simplices which are glued along entire boundary, may be
glued at any later point, and this will give a shelling order as well. We can
therefore always assume that these simplices are occurring as the tail part of
the shelling order. The order in which they appear in the tail is again of no
importance.

The next theorem summarizes the most important properties of a shellable
generalized simplicial complex.

Theorem 12.3. Assume that ∆ is a shellable generalized simplicial complex,
with F1, F2, . . . , Ft being the corresponding shelling order of the maximal sim-
plices, and Σ being the set of spanning simplices, then the following facts
hold.
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(1) The generalized simplicial complex obtained by the removal of the interiors

of the spanning simplices, that is the complex ∆̃ := ∆ \ ⋃σ∈Σ Intσ, is
collapsible. Even stronger, this complex can be obtained from a simplex by
a sequence of gluing simplices not merely over collapsible subcomplexes,
but in fact over cones.

(2) The generalized simplicial complex ∆ is homotopy equivalent to a wedge
of spheres, which are indexed by the spanning simplices, and have corre-
sponding dimensions, more precisely we have

∆ ≃
∨

σ∈Σ

Sdimσ. (12.1)

(3) The cohomology groups of ∆ with integer coefficients are free and the set
of elementary cochains {σ∗}σ∈Σ can be taken as a basis.

Proof. We think of∆ as being glued from the maximal simplices, adding them
one by one, with the index increasing in the shelling order. As mentioned in
the beginning of this section, the condition in Definition 12.1 implies that each
new simplex is glued either over a contractible subcomplex, which is in fact
a cone, or over its entire boundary. The statement (1) follows immediately.

To see statement (2) note that, by previous remark, we can first glue all
the maximal simplices which are not spanning, and then proceed with the
spanning ones. After the first part we have a contractible complex ∆̃ at hand.
By Proposition 7.8 we see that ∆ is homotopy equivalent to ∆/∆̃, with the
quotient map giving a homotopy equivalence. The latter is in effect obtained
by gluing the spanning simplices over their entire boundaries to a point, which
is thus a wedge point. Both statements (2) and (3) now follow. ⊓⊔

When additionally the complex ∆ is pure, it follows from Theorem 12.3(2)
that the reduced Betti number is non-zero only in the top dimension. There-
fore, by the Euler-Poincare formula, in this case the cohomology groups can be
computed simply by computing the Euler characteristic. In even more special
case when ∆ is an order complex of a poset ∆ = ∆(P ), by the Hall theorem,
it suffices to compute the value of the Möbius function µP (0̂, 1̂).

Remark 12.4. As mentioned above Discrete Morse Theory is more powerful
as a method than shellability. The rationale for this fact is provided by The-
orem 12.3(1) saying that the complex ∆̃ := ∆ \ ⋃σ∈Σ Intσ is collapsible,
coupled with the fact that a generalized simplicial complex is collapsible if
and only if there exists an acyclic matching on the set of its simplices, see
Theorem 11.13(a) and Remark 11.14.

In fact, any shelling order gives several collapsing sequences on the the
complex ∆̃. To find one, notice that adding a new simplex along the shelling
order adds a Boolean lattice to the face poset, hence the acyclic matching can
be extended by any acyclic matching on this Boolean lattice.
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12.1.2 Shelling induced subcomplexes

The next theorem provides a handy criterion for being able to conclude that
an induced subcomplex (see Definition 2.40) of a shellable complex is shellable
as well.

Theorem 12.5. Assume ∆ is a shellable generalized simplicial complex, and
let S be some subset of the set of vertices of ∆. Assume furthermore, that the
induced generalized simplicial complex ∆[S] satisfies the following condition:

if σ is a maximal simplex in ∆, then σ ∩ ∆[S] = σ[S] is a maximal
simplex in ∆[S].

In this case, the generalized simplicial complex ∆[S] is shellable as well, and
a shelling order on its maximal simplices is induced by any shelling order
on ∆.

Proof. First we notice that any maximal simplex τ of ∆[S] can be obtained
as an intersection of ∆[S] with some maximal simplex of ∆: just take any
one which contains τ , and use the fact that we are dealing with an induced
subcomplex. Since the converse of that statement is the assumption of the
theorem, we see that the list of intersections of maximal simplices of ∆ with
∆[S] consists of all maximal simplices of ∆[S], though each maximal simplex
will typically appear several times on that list.

Let now F1, . . . , Ft be the maximal simplices of ∆ arranged in a shelling
order. Let D1, . . . , Dm be the list of the maximal simplices of ∆[S] obtained
from the list F1∩∆[S], . . . , Ft∩∆[S] by going left-to-right and deleting a sim-
plex if it has already occurred on the list. We let ij denote the index of the
source of the maximal simplex Dj , i.e., we have Dj = Fij ∩∆[S], and, further-
more, Dj = Fi ∩∆[S] implies ij ≤ i. We claim that D1, . . . , Dm is a shelling
order for ∆[S].

We shall verify the equivalent shelling condition from Proposition 12.2.
Let 1 ≤ a < b ≤ m, and consider a simplex σ in the intersection Da ∩ Db,
such that dimσ ≤ dimDb − 2. By our construction, we have ia < ib, and,
of course, σ is a simplex of Fia ∩ Fib , with dimσ ≤ dimFib − 2. Therefore,
since F1, . . . , Ft is a shelling order for the generalized simplicial complex ∆,
there must exist j < ib, such that Fj ∩Fib contains a simplex τ , which in turn
contains σ as a proper subsimplex. As remarked earlier, this simplex τ can
always be chosen so that dim τ = dimFib − 1, in other words τ = Fib \ {x},
with x /∈ σ. We now consider two different cases.

Case 1. Assume that x /∈ S. Then, since Fj ⊇ τ , we have

Fj ∩∆[S] ⊇ τ ∩∆[S] = Fib ∩∆[S] = Db.

On the other hand, Fj ∩ ∆[S] is a maximal simplex of ∆[S], hence Fj ∩
∆[S] = Db. This, together with j < ib, contradicts our construction of the list
D1, . . . , Dm.
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Case 2. Assume that x ∈ S. Then τ ∩∆[S] = Db \ {x}. Set Dk := Fj ∩∆[S].
Clearly, by the way the list D1, . . . , Dm was constructed, the inequality j < ib
implies k < b. On the other hand, we have

Dk∩Db = (Fj∩∆[S])∩(Fib∩∆[S]) = (Fj∩Fib)∩∆[S] ⊇ τ ∩∆[S] = Db\{x}.
Since x /∈ σ and dimσ ≤ dimDb − 2, we conclude that the simplex Db \ {x}
contains σ as a proper subsimplex.

These two cases verify that D1, . . . , Dm is a shelling order for ∆[S]. ⊓⊔
The conditions of Theorem 12.5 are reasonably restrictive. They have to

be, as most subcomplexes of the shellable complexes are not shellable. How-
ever, it turns that in combinatorial situation these conditions are often satis-
fied in a natural way.

12.1.3 Shelling nerves of acyclic categories

One standard situation in which shellability has often been used is the study of
the order complexes of partially ordered sets. Classically, posets whose order
complexes are shellable are themselves called shellable. There is however no
difficulty whatsoever to extend the framework of shellability to encompass the
case of nerves of acyclic categories, which are generalized simplicial complexes
as well.

One standard convention in literature is to always assume that the poset
P has the maximal and the minimal elements, and that we are shelling the
order complex ∆(P̄ ). For acyclic categories this would correspond to the as-
sumption of existence of initial and terminal elements. We shall be explicit in
our statements, and not use this assumption implicitly.

When an acyclic category is shown to be shellable, and all of its maximal
chains have the same number of morphisms, the number of spheres can be
found by computing the Möbius function. The latter can often be done by
some explicit combinatorial counting procedure.

Theorem 12.5 can frequently be applied in this situation. When the acyclic
category C is graded one can take any rank selection R. Clearly, the nerve
of R is an induced subcomplex of the nerve of C. Furthermore, one can see
that any maximal chain of C will intersect R in a maximal chain, hence the
conditions of Theorem 12.5 are satisfied. We can therefore conclude that

Proposition 12.6. If, under conditions above, the nerve of C is shellable,
then so is the nerve of R. The explicit shelling order for ∆(R) can be obtained
from any shelling order for ∆(C), by taking restriction and then omitting
repetitions.

One can also consider questions of what happens if one performs other con-
structions involving shellable acyclic categories. However, since our foremost
interest in shellability is its topological consequence, we are not interested in
constructions for which it is clear what happens with the topology. Therefore,
we have limited our considerations with the case above.



216 12 Lexicographic shellability

12.2 Lexicographic shellability.

12.2.1 Labeling edges as a way to order chains.

One possible procedure for ordering maximal simplices of ∆ is to associate to
each simplex a string of numbers, and then take the lexicographic order on
these.

More specifically, let P be a poset, and let P̂ denote the poset obtained
from P by augmenting it with a minimal and a maximal element. Let us do
as follows.

(1) Label with integers all the covering edges in the poset P̂ , including the
edges (0̂, x) and (y, 1̂).

(2) The maximal simplices of the order complex ∆(P ) correspond to maximal

chains of P̂ . Associate to each such chain a string of integers by reading off
the labels from the covering edges, starting from below, and then order the
maximal simplices of ∆(P ) following the lexicographic order on these strings.

Naturally, in order to be able to decide uniquely which of the simplices we
should take first, we request that no two maximal simplices receive the same
string of labels. Observe that this actually implies that in every interval the
maximal chains can be lexicographically ordered as well, and no two chains
will receive the same string of labels.

The natural question which arises now is: what conditions should we put on
the edge-labeling, so that the order of the maximal simplices, which is obtained
in the way described above, will actually be a shelling order?

There is almost no difference between considering pure posets (i.e., posets
where maximal chains all have the same length) and the non-pure ones, so
we will not make any distinction. However, there is one additional condition,
which we always request to be satisfied, whenever we are labeling a non-pure
poset.

Prefix condition. For any interval [x, y] of P̂ and for any two maximal
chains m1 and m2 in [x, y], the label sequence of m1 is not a prefix of the label
sequence of m2.

Clearly, the prefix condition subsumes the requirement that in any interval
no two chains may have the same string of labels.

Remark 12.7. The additional condition for the non-pure poset is needed in
order to make sure that we avoid the following peculiar situation. It may
happen that there are two maximal chains c and d differing from each other
only in the interval [x, y] such that c ≺ d, but c|[x,y] ≻ d|[x,y]. See Figure 12.1
for an example.
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Fig. 12.1. What can go wrong in the non-pure case.

12.2.2 EL-labeling.

The following condition, is sufficient to guarantee shellability of the order
complex.

Definition 12.8. A poset P is said to be EL-shellable if one can label cov-
ering edges of P̂ with elements from a poset Λ, so that for every interval [x, y]

in P̂ , the following EL-conditions are satisfied

(i) there is a unique increasing maximal chain c in [x, y] (increasing means
that the associated labels form a strictly increasing sequence);

(ii) c ≺ c′ for all other maximal chains c′ in [x, y].

The labeling satisfying these conditions is called an EL-labeling.

In the formulation of Definition 12.8 we have used the symbol “≺” to
mean “lexicographically preceding”. We will often say “lexicographically less”
or just “less”. We recall here, that a sequence of poset elements (λ1, . . . , λt)
is said to lexicographically precede another sequence of elements (µ1, . . . , µq)
from the same poset, if there exists k ≤ min(t, q), such that λi = µi, for all
1 ≤ i ≤ k − 1, and λk < µk, λk 6= µk.

Given an edge-labeling, we call a maximal chain weakly decreasing if the
associated string of labels is weakly decreasing. Here, a sequence of poset
elements (λ1, . . . , λt) is said to be weakly decreasing, if for any 1 ≤ i ≤ t−1 we
do not have λi+1 > λi, i.e., either the elements λi+1 and λi are incomparable,
or λi+1 ≤ λi.

Proposition 12.9. Let P be an EL-shellable poset, then the simplicial com-
plex ∆(P ) is shellable. Moreover, the spanning simplices corresponding to
the induced lexicographic shelling order are indexed by the weakly decreasing
chains.
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We shall not prove Proposition 12.9 separately, rather it will follow from
the more general Theorem 12.15.

Example 12.10.

(1) Take the Boolean algebra with the minimal and the maximal elements
removed, P := Bn \ {∅, [n]}. A covering relation A ≻ B is a pair of subsets
of [n] such that |A \ B| = 1. Let {x} = A \ B, and take x to be the label
of A ≻ B. One can check that this is an EL-labeling. Furthermore, there is
exactly one weakly decreasing chain, obtained by arranging the elements of
the set [n] in the decreasing order.

By Proposition 12.9 we can therefore conclude that ∆(P ) is homotopy
equivalent to a sphere of dimension n − 2. Of course we know, that ∆(P ) is
actually homeomorphic to a sphere of dimension n−2, but we cannot conclude
this from the existence of the EL-labeling alone.

(2) Let k,m be positive integers, such that 1 ≤ k ≤ m ≤ n. Take P to be
the following rank selection of Bn: for S ∈ Bn we have S ∈ P if and only if
k ≤ |S| ≤ m. It follows from the previous example and Proposition 12.6 that
∆(P ) is shellable.

Let us now see that the poset P is EL-shellable. We label the edges of P̂
as follows:

• the edges S ≺ T , for S 6= 0̂, T 6= 1̂, are labeled with the unique element of
T \ S, as in (1);

• the edges 0̂ ≺ S are labeled with maxS;
• finally, the edges (S, 1̂) are labeled with min([n] \ S).
Let us check that this yields an EL-labeling.

First, the intervals [S, T ], with S 6= 0̂, T 6= 1̂, are the same as in (1),
therefore the conditions for the EL-labeling are satisfied.

Second, consider the interval [0̂, S], for S 6= [n]. The lexicographically
least chain is obviously the one which starts with the set K, consisting of the
k smallest elements of S, and the proceeds towards S by adding the elements
of S \K in the increasing order. It is also the unique increasing chain, since
if we start our chain with some k-subset K ′ which is different from K, then
maxK ′ > maxK, and somewhere along the chain we will have a label which
is less than maxK ′.

Third, consider the interval [S, 1̂], for S 6= ∅. Let T be the subset con-
sisting of n −m largest elements of [n] \ S, we have S ⊆ [n] \ T ⊆ [n]. The
lexicographically least chain in [S, 1̂] proceeds from S to [n] \T by adding the
elements of [n] \ (S ∪ T ) in the increasing order, and then as the last step the
whole subset T is added. This is the unique increasing chain, as otherwise the
chain would have to end with adding some subset T ′ different from T , since
minT ′ < minT we would somewhere before have to have a label which is
larger than minT ′.
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Finally, consider the interval [0̂, 1̂]. By essentially amalgamating the argu-
ments of the two previous cases, we see that the unique increasing chain is
given by ∅ < {1, . . . , k} < {1, . . . , k, k + 1} < · · · < {1, . . . , n−m} < [n].

The poset is pure, so all the weakly decreasing chains have the same length
and we just have to count how many there are. Let c be a weakly decreasing
chain. Assume c starts with S and ends with [n] \ T , and let [n] \ (T ∪ S) =
{a1, . . . , am−k}, such that a1 > · · · > am−k. Then, the part of c between S
and [n] \ T is uniquely determined, and the string of labels assigned to c is
(maxS, a1, . . . , am−k,minT ). We see that c is weakly decreasing if and only
if maxS > max([n] \ (S ∪ T )) and minT < min([n] \ (S ∪ T )), and that the
number of weakly decreasing chains is equal to the number of ways to choose
the k-subset S and the (n−m)-subset T satisfying these inequalities.

12.2.3 General lexicographic shellability.

Definition 12.11. We say that a poset P has a LEX-labeling, if we can
label edges of P̂ with elements of a poset Λ, so that the following condition is
satisfied:

LEX-condition. For any interval [x, t], any maximal chain c in [x, t], and
any y, z ∈ c, such that x < y < z < t, if c|[x,z] is lexicographically least in [x, z]
and c|[y,t] is lexicographically least in [y, t] then c is lexicographically least in
[x, t].

A poset is called lexshellable if it possesses a LEX-labeling.

We shall see that, in a sense which will be made precise by Theo-
rem 12.15(1), this is the most general condition possible. Yet, it is not more
difficult to check it than the EL-conditions, and, additionally, this condition
allows labelings which are often more natural for the considered examples.

LEX-condition is illustrated on Figure 12.2. It is immediate that EL-
condition implies the LEX-condition. Indeed, the chains c|[x,z] and c|[y,t] would
be increasing, so, since they overlap, the chain c = c|[x,z] ∪ c|[y,t] would be in-
creasing too.

Remark 12.12. It is not difficult to see that taking integers as labels in Defi-
nition 12.11 does not make it less general, since taking a linear extension of
Λ will give us an LEX-labeling again. However, it often more natural to have
the elements of some poset as labels.

The corresponding question for EL-shellability is still open, however, since
EL-shellability implies lexshellability, it looses its attractiveness.

The LEX-condition has several equivalent formulations.

Proposition 12.13. For any poset P and for any edge-labeling of P̂ the fol-
lowing conditions are equivalent to LEX-condition:
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Fig. 12.2. The condition for the lexicographic shelling.

(1) SLEX-condition (“short lexicographic condition”).
For any interval [x, t], any maximal chain c in [x, t], and any y, z ∈ c,
such that x ≺ y ≺ z, we know that if c|[x,z] is lexicographically least in
[x, z] and c|[y,t] is lexicographically least in [y, t], then c is lexicographically
least in [x, t];

(2) BS-condition (“bad subchain condition”).
For any interval [x, t], any maximal chain c in [x, t], such that c is not
lexicographically least in [x, t], and c|[x,t] contains at least 2 elements ex-
cluding x and t, there exist elements y, z ∈ c, such that c|[y,z] is a proper
subchain of c, and c|[y,z] is not lexicographically least in [y, z].

(3) SBS-condition (“short bad subchain condition”).
For any interval [x, t], any maximal chain c in [x, t], such that c is not
lexicographically least in [x, t], there exist elements y, q, z ∈ c, such that
y ≺ q ≺ z, and c|[y,z] is not lexicographically least in [y, z].

Proof. It is obvious that (LEX) ⇒ (SLEX) and (BS) ⇔ (SBS).
(SLEX) ⇒ (SBS).
Condition (SLEX) can be reformulated in the following way: if c is not lex-
icographically least in [x, t], then either c|[x,z] is not lexicographically least
in [x, z] or c|[y, t] is not lexicographically least in [y, t], which proves SBS-
condition.
(SBS) ⇒ (LEX).
Consider an interval [x, t], c a maximal chain in [x, t], y, z ∈ c, x < y < z < t,
such that c is not lexicographically least in [x, t], but c|[x,z] is lexicographically
least in [x, z] and c|[y,t] is lexicographically least in [y, t]. Then there exist
p, q, r ∈ c, such that p ≺ q ≺ r and c|[p,r] is not lexicographically least in [p, r].
Obviously either y ≤ p or r ≤ z. Assume y ≤ p (the other case goes along
the same lines), then p, q, r ∈ c|[y,t]. Since c|[p,r] is not lexicographically least
in [p, r], we conclude that c|[y,t] is not lexicographically least in [y, t], which
gives a contradiction. ⊓⊔
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Definition 12.14. Given an edge-labeling of a poset, we say that a saturated
chain c is mediocre if, for any x, y, z ∈ c, such that x ≺ y ≺ z, the chain
c|[x,z] is not lexicographically least in [x, z].

So, a mediocre chain c does not have to be the lexicographically worst
(=maximal) one, but it is also never the lexicographically best (=minimal)
when restricted to any given interval. Clearly, in the special case of the EL-
labeling, the mediocre chains are precisely the weakly decreasing ones.

Theorem 12.15. Let P be a poset.

(1) The following two statements are equivalent:

(a) the simplicial complex ∆(P ) is shellable and it is possible to label the edges

of P̂ with elements of some poset so that the induced lexicographic ordering
of the maximal chains of P̂ gives a shelling order;

(b) the poset P is lexshellable.

(2) In the shelling order induced by a LEX-labeling, the mediocre maximal
chains correspond to the spanning simplices, and can therefore be used to
deliver a basis for the cohomology H∗(∆(P );Z).

Proof. We start by proving (1).
(b) ⇒ (a).

Let P be a lexshellable poset, and let λ be a LEX-labeling of edges of P̂ . We
will prove that the lexicographic ordering of the maximal chains in P̂ gives
a shelling order on the maximal simplices of ∆(P ).

Let c1, c2 be two maximal chains, such that c1 ≺ c2, and let [a, b] be the first
interval on which c1 and c2 differ, see Figure 12.3. Consider the restrictions
α = c1|[a,b] and β = c1|[a,b]. Since c1 ≺ c2, by Remark 12.7, we must have
α ≺ β. In particular, by the SBS-condition, there must exist x, y, z ∈ β, such
that x ≺ y ≺ z, and the chain c2|[x,z] is not lexicographically least in [x, z].

It implies that there must exist a chain γ in [x, z] which lexicographically
precedes c2|[x,z]. Consider the following concatenation: d := c2|[0̂,x]◦γ◦c2|[z,1̂].
Clearly, d ≺ c2, and d ∩ c2 = c2 \ {y} ⊇ c1 ∩ c2, which verifies the shelling
condition of Definition 12.1.
(a) ⇒ (b).
Reading the proof of the other direction backwards, we see that the shelling
condition implies the SBS-condition, which by Proposition 12.13 implies that
the poset is lexshellable.

Finally we verify (2). The spanning simplices are by definition those which
are glued along the entire boundary in the shelling process. Clearly, on the
level of chains, this means those chains c, which can be replaced by a lexi-
cographically preceding chain on any subchain of length 2. This, in turn, is
precisely the definition of the mediocre chains. ⊓⊔

Let us return to the example (2) above, that of the rank selection of
a Boolean algebra. Consider the following labeling:
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Fig. 12.3. Two maximal chains.

• the edges S ≺ T , for S 6= 0̂, T 6= 1̂, are labeled with the unique element of
T \ S, as in (1);

• the edges 0̂ ≺ S are labeled with the set S (these sets are ordered lexico-
graphically);

• finally, the edges (S, 1̂) get arbitrary labels (one may also simply abstain
from labeling these).

Let us verify that this is a LEX-labeling. Consider an interval [x, t], a maximal
chain c in [x, t], and y, z ∈ c, such that x < y < z < t, and such that c|[x,z] is
lexicographically least in [x, z], and c|[y,t] is lexicographically least in [y, t].

The fact that c|[x,z] is lexicographically least in [x, z] means that either
the labels of the chain are increasing, or, if x = ∅, that we start with the
minimal subset of z, and then proceed with an increasing sequence of labels.
Symmetrically, the fact that c|[y,t] is lexicographically least in [y, t] means that
we start with an increasing sequence of labels, which additionally, if t = [n],
constitute the minimal elements of [n] \ y.

This implies that c is lexicographically least in [x, t]: if x = ∅, then c must
start with the set consisting of the k smallest elements in t, if t = [n], then c
must end by adding the n−m largest elements of [n] \ t, and along the way
the elements are added in the increasing order.

We remark that this example is rather characteristic for what happens in
the lexshellable posets. The labels which one uses are often more natural and
suitable for the combinatorial situation at hand, than those in EL-labelings.
Importantly one only has to know how to compare labels on the edges on the
same level. In fact, if additionally, all edges leaving a vertex upwards happen
to have different labels, then we only need to know how to compare these.
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A large class of posets for which it appears inopportune to try to com-
pare edges on different levels is that of the intersection lattices of subspace
arrangements. This is because the edges (0̂, x) encode the subspaces them-
selves, whereas other edges encode the combinatorial nature of the subspace
intersections. On the other hand, knowing the homology groups of the nerve
complexes of the intersection lattices (and intervals therein) is very impor-
tant, since according to the Goresky-MacPherson formula, these encode the
cohomology groups of the complements of subspace arrangements.

Finally, we notice that a rank selection of a lexshellable ranked poset is
again lexshellable. In fact, the labels are easy to make out of the labels for
the original poset: just label each new covering relation x ≺ y with the lexi-
cographically least label sequence for a maximal chain connecting x with y in
the original poset. Once again, we benefit from the fact that we do not have
to compare labels of edges on different levels.

12.2.4 Lexicographic shellability and nerves of acyclic categories

For the sake of simplicity we have so far discussed lexicographic shellability
in the context of order complexes of posets. It turns out that working in
the generality of nerves of acyclic categories does not cause any substantial
problems, and essentially everything can be extended to this context.

So let us assume that C is a finite acyclic category, and let Ĉ denote the
category obtained from C by augmenting it with an initial and a terminal
object. We would like to shell the nerve ∆(C). This time around, we shall
label not the edges in the Hasse diagram of a poset, but rather the morphisms
which cannot be represented as a composition of two morphisms, none of
which is an identity. Recall, that we called such morphisms indecomposable.

The main difference in the acyclic category case is that the notion of the
interval is replaced with the notion of the morphism. Accordingly, a maxi-
mal chain in the interval is replaced with the composable sequence of inde-
composable morphisms, which together compose to yield the corresponding
morphism. To abbreviate our language, we say that a maximal composable
sequence of morphisms (m1, . . . ,mk) is “in m”, if it composes to m.

The translation of the prefix condition is then straightforward. The trans-
lation of LEX-condition is very easy as well, however we write it out explicitly
for future reference.

LEX-condition for acyclic categories.
For any morphism m, and any composable sequence of indecomposable mor-
phisms c = (m1, . . . ,mk) in m, let i, j ∈ [k], be some indices such that
1 ≤ i < j < k. If (m1, . . . ,mj) is lexicographically least in mj ◦ · · · ◦ m1,
and (mi+1, . . . ,mk) is lexicographically least in mk ◦ · · · ◦mi+1, then c is lex-
icographically least in m.
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Definition 12.16. We call an acyclic category C lexshellable if the aug-
mented category Ĉ possesses a labeling of indecomposable morphisms satisfy-
ing LEX-condition.

The notion of mediocre chains gets replaced by the composable sequences
of indecomposable morphisms, such that each subsequence is not lexicograph-
ically least in the corresponding composition morphism.

Theorem 12.17. Let C be an acyclic category.

(1) The following two statements are equivalent:

(a) the generalized simplicial complex ∆(C) is shellable and it is possible to

label the edges of Ĉ with integers so that the induced lexicographic ordering
of the maximal chains of C gives a shelling order;

(b) the acyclic category C is lexshellable.

(2) In the shelling order induced by a LEX-labeling, the mediocre composable
sequences of indecomposable morphisms correspond to the spanning simplices,
and can therefore be used to deliver a basis for the cohomology H∗(∆(C);Z).

Proof. The proofs of both Proposition 12.13 and Theorem 12.15 hold mu-
tatis mutandis with the notion of interval replaced with that of a morphism,
and the notion of covering replaced with the notion of indecomposable mor-
phism. It is also handy to use the equivalent condition for shellability given
in Proposition 12.2. We leave the details to the reader. ⊓⊔

12.3 Bibliographic notes

Results on shellability date back at least to [BM71]. The notion of EL-
shellability for pure posets was first introduced in [Bj80, Chapter 2]. The gen-
eral lexicographic shellability (lexshellability) described in Subsection 12.2.3
was first introduced in the author’s Ph.D. Thesis, see also [Ko97]. It is curious
that this concept was not discovered earlier taking into account the equiva-
lence given by Theorem 12.15.

Lexicographic shellability for the nerves of acyclic categories appears in
Subsection 12.2.4 for the first time.

We also refer the interested reader to the wonderful book [GoM88] and to
[Ko97] for further comments on connections between topology of posets and
arrangements.
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Evasiveness and closure operators

One of the classical applications of topological methods in Combinatorics is
the proof of the so-called Evasiveness Conjecture for graphs whose number of
vertices is a prime power. In this chapter we describe the framework of the
problem, sketch the original argument, and prove some important facts about
nonevasiveness. One of the important tools are the so-called closure operators,
which are also useful in other contexts.

13.1 Evasiveness

13.1.1 Evasiveness of graph properties

Let us fix a natural number n and consider the set of all graphs with n vertices.
If the vertices are labeled, then we have a permutation action of Sn, which
induces an action on the set of labeled graphs. This action maps graphs to
isomorphic graphs, and in fact by definition, the orbits of this action are
precisely the isomorphism classes of graphs. Recall that a graph property is
simply a set of unlabeled graphs, which is the same as the set of labeled graphs
closed under the above mentioned permutation action. A graph from this set
is then said to satisfy this property.

Definition 13.1. A graph property is called monotone if the set of graphs
which satisfy this property is closed under removal of edges.

Examples of monotone properties include planarity and the property of
being disconnected. The condition in Definition 13.1 is basically the same
condition as the one defining abstract simplicial complexes. In fact, the fol-
lowing is the standard construction associating an abstract simplicial complex
to a monotone graph property.

Definition 13.2. Given a monotone graph property G of graphs with n ver-
tices, the abstract simplicial complex ∆(G) has

(
n
2

)
vertices labeled by ordered



226 13 Evasiveness and closure operators

pairs (i, j), for 1 ≤ i < j ≤ n, which correspond to potential edges in the graph.
A set of such pairs forms a simplex in ∆(G) if and only if the corresponding
graph has the property G.

A graph property is called trivial if either no graphs with n vertices satisfy
it, in which case ∆(G) is void, or all graphs with n vertices satisfy it, in which
case ∆(G) is an (n− 1)-dimensional simplex.

Let us now consider the following algorithmic situation. We are given a cer-
tain graph property G, which we know, and a certain graph G, which we do
not know. However, we can ask the oracle questions of the type

is the edge (i, j) in G?

Our task is to decide whether graph G satisfies the property G or not. We
would like to ask as few questions as possible. More precisely we are interested
in knowing: how many questions do we have to ask in the worst case scenario.
For example, if the graph property is trivial, then we do not need to ask any
questions at all. On the other hand, if the property is being a complete graph,
then we might be forced into asking

(
n
2

)
questions: this would happen if the

answers to the first
(
n
2

)
− 1 questions are all positive.

Definition 13.3. A graph property G of graphs on n vertices is called eva-
sive, if in the worst case we need to ask

(
n
2

)
questions in the course of the

algorithm described above. Otherwise, the graph property is called noneva-
sive.

By a simple induction on the number of vertices it will follow that if G
is a nonevasive graph property, then the abstract simplicial complex ∆(G) is
collapsible, see Proposition 13.7 and Proposition 13.9.

It is not all too trivial to construct nonevasive graph properties. One ex-
ample of such a property is being a so-called scorpion graph. Here a graph G
on n vertices is called scorpion if it has 3 vertices s, t, and b, such that

• vertex s, called the sting, is only connected to vertex t,
• vertex t, called the tail, is only connected to vertices s and b,
• vertex b, called the body, is connected to all vertices, but s.

Let us call vertices s, t, and b as above special. See Figure 13.1 for an example
of a scorpion graph.

To see that being a scorpion graph is nonevasive, note first that if we have
a scorpion graph then the special vertices are determined uniquely: the body
is the unique vertex of degree n−2, the sting is the unique vertex which is not
connected to the body, and the tail is the unique vertex which is connected
to the sting. Moreover, given any one of them, the other two can be found,
alternatively it can be checked whether they exist, in linear time. This can be
done by asking all the edges connected to the vertex suspected to be special
and following the found edges. For example, if we suspect that x is a sting,
we can first test all the adjacent edges. We must find precisely one edge, say
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s

t

b

Fig. 13.1. An example of a scorpion graph.

(x, y). Then we test all the edges adjacent to y. We must find precisely one
more edge, say (y, z). Finally, test all the edges adjacent to z and verify that z
has valency n−2; else the graph is not a scorpion graph. We proceed similarly,
if we suspect x to be a tail or a body.

Equipped with these observations we can now perform the following algo-
rithm. Take any vertex x and test all edges adjacent to x. If the valency of x,
denoted val(x), is 0, or n−1, then the graph is not a scorpion graph. If its va-
lency is 1, 2, or n−2, then either x itself has to be special, or, when val(x) = 1
or 2, one of its neighbors has to be special. Each one can be checked in linear
time. Assume therefore that 3 ≤ val(x) ≤ n− 3. In this case the only option
for x is to be a nonspecial vertex. Let B denote the set of vertices adjacent to
x, and let S denote the set of vertices not adjacent to x. The sting and the
tail, if they exist, must lie in S, and the body, if it exists, must lie in B.

The algorithm now runs as follows: take a vertex y ∈ B, and a vertex
z ∈ S. Test the edge (y, z). If the oracle says that this is an edge, then delete
z, choose a new vertex z̃ instead, and proceed. In this case we know that the
deleted vertex z is not a sting, since it is connected to something which cannot
be a tail. If, on the other hand, the oracle says that (y, z) is not an edge, then
delete y, choose a new vertex ỹ instead, and proceed. In this case we know
that either the deleted vertex is not a body, or, the remaining vertex z is
a sting. The algorithm terminates when either B or S becomes empty. If S is
empty at the algorithm termination, then our graph is not a scorpion graph,
since we could not have deleted the sting in the process, and yet we did not
find it. If, on the hand, the set B is empty at the algorithm termination, then
for our graph to be a scorpion graph, the last tested vertex in S must have
been the sting, since otherwise we did not delete the body from B and we also
did not find it. Thus we finish by testing this last vertex for being a sting.
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Since the total number of queries is linear in the number of vertices, we see
that for sufficiently large n we will need substantially fewer than

(
n
2

)
questions.

In particular, this graph property is nonevasive.
Clearly, if an edge is removed from a scorpion graph, the obtained graph

does not have to be a scorpion graph anymore. In other words, being a scorpion
graph is not a monotone graph property. In fact, the following is perhaps the
most important open question pertaining to evasiveness of graphs.

Conjecture 13.4. (Evasiveness Conjecture, a.k.a. Karp Conjecture)
Every nontrivial monotone graph property for graphs on n vertices is evasive.

So far, the Evasiveness Conjecture has been verified in the case when n
is a prime power, and, additionally, when n = 6. Beyond being an important
fact, the proof has also acquired quite a bit of resonance due to its nontrivial
use of topological techniques. We would like to sketch the argument here. First
we need the following result.

Theorem 13.5. Let Γ be a finite group, and assume that there exists
a prime p, and a normal p-subgroup H, such that

(1) the quotient group Γ/H is cyclic,
(2) the group Γ acts on a Zp-acyclic simplicial complex ∆.

Then we have χ(∆Γ ) = 1, where ∆Γ denotes the fixed point set of the Γ -action
on ∆.

Here, we shall assume Theorem 13.5 without a proof. Let us instead prove
the Evasiveness Conjecture for prime powers, using some simple statements,
which will be proved in the next subsection.

Proof of Evasiveness Conjecture for prime powers.
Assume now that n = pt, for some prime number p. Assume that the Eva-
siveness Conjecture is false for that value of n, and let G denote a monotone,
but nonevasive, graph property. Furthermore, let GF(n) denote a field with
n elements, which exists because n is a prime power, and let GF(n)∗ denote
the multiplicative group of that field. Let Γ be a subgroup of Sn consisting of
all affine maps in GF(n):

Γ := {x 7→ ax+ b | a ∈ GF(n)∗, b ∈ GF(n)},

and let H be the subgroup of Γ consisting of all parallel translations:

H := {x 7→ x+ b | b ∈ GF(n)}.

We see that H is a p-group, more precisely |H| = pt. Furthermore, H is
a normal subgroup of Γ , since it is a kernel of the group homomorphism
c : Γ → GF(n)∗, which takes the affine map (x 7→ ax+ b) to a. The quotient
group Γ/H is isomorphic to GF(n)∗, with the isomorphism induced by the



13.1 Evasiveness 229

already mentioned group homomorphism c. A general fact from Field Theory
tells us now that the group Γ/H is cyclic.

Since the graph property G is nonevasive, we know that the abstract simpli-
cial complex∆(G) is collapsible, see Proposition 13.7(2), in particular, it has to
be Zp-acyclic. We can now use Theorem 13.5 to conclude that χ(∆(G)Γ ) = 1.
On the other hand, the group Γ acts double transitively on the set [n], i.e.,
any ordered pair of points can mapped to any other ordered pair of points
by a transformation from Γ . This means that the group Γ acts transitively
on the set of vertices of the abstract simplicial complex ∆(G). Therefore, the
only point of ∆(G), which can possibly be fixed by every element in Γ , is the
barycenter of the simplex on all

(
n
2

)
vertices, which of course can only be the

case when ∆(G) is a full simplex. This contradicts our assumption that the
graph property G is nontrivial. ⊓⊔

13.1.2 Evasiveness of abstract simplicial complexes

As we have seen in the previous section, some of the most important results
concerning evasiveness were obtained by topological methods. As a matter of
fact, the whole concept can be extended to a purely simplicial context, as the
next definition shows.

Definition 13.6.
(1) A finite nonempty abstract simplicial complex X is called nonevasive if
either X is a point, or, inductively, there exists a vertex v of X, such that
both X \ {v} and lkXv are nonevasive. Otherwise, the complex X is called
evasive.
(2) For two nonempty abstract simplicial complexes X and Y we write X ցNE

Y (or, equivalently, Y րNE X), if there exists a sequence X = A1 ⊃ A2 ⊃
· · · ⊃ At = Y , such that for all i ∈ {1, . . . , t−1} we can write Ai\{xi} = Ai+1,
and the abstract simplicial complex lkAi

xi is nonevasive.

In the situation described in Definition 13.6(2), we say that the abstract
simplicial complex X NE-reduces to its subcomplex Y . The following facts
about NE-reduction are useful for our arguments

Proposition 13.7.

(1) If X1 and X2 are abstract simplicial complexes, such that X1 ցNE X2, and
Y is an arbitrary abstract simplicial complex, then X1 ∗ Y ցNE X2 ∗ Y .
A cone over any abstract simplicial complex is nonevasive.

(2) The reduction X ցNE Y implies the existence of a collapsing sequence
X ց Y , which in turn implies that, viewed as a topological space, Y is
a strong deformation retract of X.

(3) On the numerical side, if X ցNE Y then the Euler characteristics of X and
Y are the same. In particular, a nonevasive abstract simplicial complex
has reduced Euler characteristic equal to 0.
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Proof. Statement (1) follows from the fact that if v is any vertex of an abstract
simplicial complex X, then we have the equalities lkX∗Y v = (lkXv) ∗ Y and
(X ∗ Y ) \ {v} = (X \ {v}) ∗ Y .

To see statement (2) we can first prove that a nonevasive abstract simplicial
complex is collapsible. Perhaps the simplest argument is to use induction on
the number of vertices. Indeed, if our abstract simplicial complex has one
vertex, then it must be nonempty is therefore collapsible. For the induction
step we notice that for any abstract simplicial complex X and any vertex
v of X, if both lkX(v) and dlX(v) are collapsible, then so is X. To find
a collapsing sequence for X, start by collapsing away all the simplices which
contain v, following some collapsing sequence for lkX(v). This will remove
the open star of v, and we can finish off by continuing with any collapsing
sequence for dlX(v).

The full generality of statement (2) follows now from the definition of NE-
reduction, and the fact that the open star of v can be collapsed away as long
as the link of v is collapsible.

Statement (3) follows immediately from (2). ⊓⊔
The following is a very important conjecture about evasive abstract sim-

plicial complexes, which has now been open for quite some time.

Conjecture 13.8. (Evasiveness Conjecture for abstract simplicial complexes)
Let X be a nonempty abstract simplicial complex with the vertex set [n].
Assume furthermore, that Γ is a subgroup of Sn, such that the permutation
action of Γ on [n] is transitive. Then either X is evasive or it is isomorphic to
the full (n− 1)-dimensional simplex.

The Evasiveness Conjecture for abstract simplicial complexes is still open
for general n. It has been verified for the case when n is a prime power, as
well as for the special cases n = 6, 10, and 12.

Definition 13.6(1) can be reinterpreted algorithmically as follows: we know
a certain abstract simplicial complex X, and there is some chosen subset σ of
the set of the vertices of X, which we do not know. We need to decide whether
σ is a simplex of X by asking the oracle questions of the type “is v in σ?”,
where v is some vertex of X. The abstract simplicial complex X is then called
evasive if we, in the worst case scenario, may have to ask this question for all
vertices of X.

An example of a nonevasive complex is a simplex - we need to ask no
questions at all. An example of an evasive complex is given by the boundary
of a simplex - if the answer to all our hitherto questions is “yes”, then we will
have to keep querying until the very last vertex, since the question whether σ
is a simplex or not, will be hinging upon the question whether it contains all
vertices or not.

The algorithmic reformulation above makes the next proposition immedi-
ate.
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Proposition 13.9. A monotone graph property G is evasive if and only if the
associated abstract simplicial complex ∆(G) is evasive.

Proof. To decide whether a graph G has property G is the same as to decide
whether its set of edges is a simplex of ∆(G) or not. The queries “is this
edge in G?” get translated precisely into the queries “is this vertex in your
presumed simplex?”. ⊓⊔

Clearly, when interpreted this way, the notion of evasiveness can be ex-
tended to an arbitrary set system. Having done that, one can as well attempt
to drop the monotonicity in Conjecture 13.8, which will yield the following
conjecture.

Conjecture 13.10. (Generalized Aanderaa-Rosenberg Conjecture)
Let Σ be a collection of subsets of the set [n], such that ∅ ∈ Σ, and [n] /∈ Σ.
Assume furthermore, that Γ is a subgroup of Sn, such that the permutation
action of Γ on [n] is transitive. Then Σ is evasive.

It is easy to prove the Generalized Aanderaa-Rosenberg Conjecture in the
case when n is a prime power. First, we note that the notion of Euler charac-
teristic can be defined for any set system Σ by setting χ(Σ) :=

∑
S∈Σ(−1)|S|.

Just like in the simplicial case we see that the reduced Euler characteristic of
a nonevasive set system is equal to 0.

Proof of the Generalized Aanderaa-Rosenberg Conjecture in the
case when n is a prime power.

Assume that n = pt, for some prime number p, and assume that Σ is a noneva-
sive set system. Assume furthermore that the group Γ is a subgroup of Sn,
satisfying the conditions of Conjecture 13.10. Let O be an arbitrary orbit of
Γ -action on Σ. Let k denote the cardinality of the sets in O. Since the per-
mutation action of Γ on [n] is transitive, every element of [n] is contained in
the same number of sets in O, which we denote by m.

Doublecounting the number of pairs (A, x), where x ∈ [n], A ∈ O, and
x ∈ A, yields the identity |O|·k = pt ·m. Since [n] /∈ Σ, we have 1 ≤ k ≤ pt−1,
and therefore we see that p must divide |O|. Clearly, the entire collection of
subsets Σ is a disjoint union of Γ -orbits, and since we have shown that the
cardinality of each orbit is divisible by p, we can conclude that the reduced
Euler characteristic of Σ is congruent to −1 modulo p. Thus, the set system
Σ cannot be nonevasive. ⊓⊔

The Generalized Aanderaa-Rosenberg Conjecture in its full generality is
wrong. We describe here a counterexample for n = 12, cf. Figure 13.2. Let Γ
be the cyclic subgroup of S12 generated by the cycle (1 2 3 4 5 6 7 8 9 10 11 12).
Clearly, Γ acts transitively on the set of vertices. Let A be the family of all
subsets of the sets of the Γ -orbit of {1, 4, 7, 10}, let B be the family of all
subsets of the sets of the Γ -orbit of {1, 7}, and let C be the family of all
subsets of the sets of the Γ -orbit of {1, 5, 9}. Consider the Γ -invariant set
system Σ := (A \ B) ∪ C.
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Fig. 13.2. A counterexample to the Generalized Aanderaa-Rosenberg Conjecture.

A concrete algorithm proving that the set system Σ is nonevasive is shown
on Figure 13.3. On this figure the following conventions are used: the rectan-
gular box with straight corners with one or more numbers in it means “ask
whether these numbers are in our set”, the rectangular box with rounded cor-
ners with a number a in it means “ask about all remaining elements except
for a whether they are in our set” (the point here being that we will not have
to ask about a, verifying that this set system is in fact nonevasive).

13.2 Closure operators

13.2.1 Collapsing sequences induced by closure operators

The following concept is of fundamental importance when studying the topo-
logical properties of order complexes of posets.

Definition 13.11. An order preserving map ϕ from a poset P to itself is
called a descending closure operator if ϕ2 = ϕ and ϕ(x) ≤ x, for any
x ∈ P ; analogously, ϕ is called an ascending closure operator if ϕ2 = ϕ
and ϕ(x) ≥ x, for any x ∈ P .

Ascending and descending closure operators induce strong deformation
retractions of ∆(P ) onto ∆(ϕ(P )). Here we give a short and self-contained
inductive proof of the following stronger fact.

Theorem 13.12. Let P be a poset, and let ϕ be a descending closure operator,
then ∆(P ) collapses onto ∆(ϕ(P )). By symmetry the same is true for an
ascending closure operator.
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Fig. 13.3. An algorithm for the Illies set system.

Proof. We use induction on |P | − |ϕ(P )|. If |P | = |ϕ(P )|, then ϕ is the
identity map and the statement is obvious. Assume that P \ϕ(P ) 6= ∅ and let
x ∈ P be one of the minimal elements of P \ ϕ(P ).

Since ϕ fixes each element in P<x, ϕ(x) < x, and ϕ is order preserving, we
see that P<x has ϕ(x) as a maximal element, see Figure 13.4. Thus the link
of x in ∆(P ) is ∆(P>x) ∗∆(P<x) = ∆(P>x) ∗∆(P<ϕ(x)) ∗ϕ(x), in particular,
it is a cone with apex ϕ(x).

ϕ(x)

x

Fig. 13.4. P<x = P≤ϕ(x).
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Let σ1, . . . , σt be the simplices of ∆(P>x) ∗∆(P<ϕ(x)) ordered so that the
dimension is weakly decreasing. Then

(σ1 ∪ {x}, σ1 ∪ {x, ϕ(x)}), . . . , (σt ∪ {x}, σt ∪ {x, ϕ(x)})

is a sequence of elementary collapses leading from ∆(P ) to ∆(P \ {x}). Since
ϕ restricted to P \ {x} is again a descending closure operator, ∆(P \ {x})
collapses onto ∆(ϕ(P \ {x})) = ∆(ϕ(P )) by the induction assumption. ⊓⊔

Remark 13.13. There is a direct way to describe the elementary collapses in
the proof of the Theorem 13.12, bypassing the induction. Namely, for x ∈
BdP \ Bdϕ(P ), x = (x1 < · · · < xk), let 1 ≤ i ≤ k be the minimal possible
index, such that xi /∈ ϕ(P ). Then either i = 1 or xi−1 ∈ ϕ(P ). If ϕ(xi) =
xi−1, then match (x \ {xi−1}, x), otherwise match (x, x ∪ ϕ(xi)); the latter
is possible since either i = 1, or xi > xi−1 and ϕ(xi) 6= xi−1 imply ϕ(xi) >
ϕ(xi−1) = xi−1. It is now easy to see that this is an acyclic matching, see
Definition 11.1(2), and thus alternatively derive the result by using Discrete
Morse Theory.

13.2.2 Applications

Application 1.

Our first application involves an abstract simplicial complex stemming from
a certain set of graphs.

Definition 13.14. Let DGn be the abstract simplicial complex of all discon-
nected graphs on n labeled vertices. In other words, the vertices of DGn are all
pairs (i, j), with i < j, i, j ∈ [n], i.e., all possible edges of a graph on labeled n
vertices; and simplices of DGn are all collections of edges which form a graph
with at least 2 connected components.

It turns out that topologically the simplicial complex of all disconnected
graphs is essentially equivalent to the already considered order complex of the
partition lattice.

Proposition 13.15. Let n ≥ 3. The simplicial complex Bd (DGn) collapses
onto the order complex ∆(Π̄n), in particular, it is homotopy equivalent to
a wedge of (n− 3)-dimensional spheres.

Proof. Set Q := F(DGn). Define the map ϕ : Q → Q, taking each graph to
its transitive closure. It is easily checked that ϕ is an order-preserving map,
that ϕ2 = ϕ, and that G ≤ ϕ(G), for any graph G. We conclude that ϕ is an
ascending closure operator.

The image of ϕ consists of all graphs, whose connected components are
complete graphs. These graphs can be indexed with the set partitions of [n]
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by associating to each graph the set partition given by its connected compo-
nents. Since the graphs are non-empty and disconnected, we get exactly all
set partitions of [n] except for (1n) and (n). These partitions are ordered by
refinement, and we conclude that ϕ(Q) = Π̄n.

Clearly, ∆(Q) = Bd (DGn), so by the Theorem 13.12 we conclude that
Bd (DGn) collapses onto ∆(Π̄n). ⊓⊔

Application 2.

Let G be an arbitrary graph. Recall from the Subsection 9.1.4 that we
have an order-reversing map N : F(N (G)) → F(N (G)), which maps ev-
ery set of vertices to their common neighbors. Recall also that the complex
∆(N(F(N (G)))) is called the Lovász complex of G and is denoted by Lo(G).

Since the map N is order-reversing, we see that the map N2 is order-
preserving. Furthermore, it follows directly from Definition 9.10 that for any
vertex set A ⊆ V (G), we have N2(A) ⊇ A. Indeed, if v ∈ A, then for all
w ∈ N(A) we have (v, w) ∈ E(G), and therefore v ∈ N2(A).

SinceN is order-reversing, inclusionN2(A) ⊇ A implies inclusionN3(A) ⊆
N(A). On the other hand, substituting N(A) instead of A into that first
inclusion, we obtain N3(A) ⊇ N(A). Thus, we can conclude that N3(A) =
N(A), in particular N(F(N (G))) = N2(F(N (G))).

Proposition 13.16. The simplicial complex Bd (N (G)) collapses onto its
subcomplex Lo(G).

Proof. Define the map ϕ : F(N (G))→ F(N (G)), by simply setting ϕ := N2.
From our previous comments, it is clear that ϕ is an order-preserving map,
that ϕ2 = ϕ (i.e., that N4 = N2), and that A ≤ ϕ(A), for any A ⊆ V (G). We
conclude that ϕ is an ascending closure operator.

By Theorem 13.12 we conclude that the complex Bd (N (G)) collapses onto
∆(ϕ(F(N (G)))) = ∆(N2(F(N (G)))) = ∆(N(F(N (G)))) = Lo(G). ⊓⊔

Application 3.

The next definition describes yet another object, which is standard in Com-
binatorial Algebraic Topology. Recall, that in Order Theory, elements which
cover the minimal element 0̂ are called atoms.

Definition 13.17. Let L be a lattice, the atom crosscut complex Γ (L)
associated to L is defined as follows:

• the set of vertices of Γ (L) is equal to the set of atoms of L, denoted A(L);
• a subset σ ⊆ A(L) is a simplex in Γ (L) if and only if the join of elements

in σ is different from 1̂.

Recall that a lattice L is called atomic, if all elements of L can be repre-
sented as joins of atoms.
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Theorem 13.18. For any atomic lattice L, the simplicial complex Bd (Γ (L))
collapses onto ∆(L̄).

Proof. Define a map ϕ : F(Γ (L)) → F(Γ (L)) as follows: a simplex σ maps
to A≤J(σ), where J(σ) is the join of all elements in σ. Clearly, ϕ is order-
preserving, ϕ2 = ϕ, and ϕ(σ) ⊇ σ.

By Theorem 13.12 we conclude that the complex∆(F(Γ (L))) = Bd (Γ (L))
collapses onto ∆(ϕ(F(Γ (L)))). On the other hand, since the lattice is atomic,
we have ϕ(F(Γ (L))) = L̄, and so Bd (Γ (L)) collapses onto ∆(L̄). ⊓⊔

Remark 13.19. The Application 1 above is a special case of the Theorem 13.18,
since DGn = Γ (Πn).

For an arbitrary lattice L, let La denote the sublattice consisting of all
the elements which are joins of atoms. By the argument above we see that
Bd (Γ (L)) collapses onto ∆(L̄a). On the other hand, the map ψ : L → L
mapping x to the join of the elements of A(L)≤x is a descending closure map,
and its image is precisely equal to La.
We summarize: for an arbitrary lattice L, both Bd (Γ (L)) and ∆(L̄) collapse
to ∆(L̄a).

13.2.3 Monotone poset maps

Next, we would like to relax conditions on closure operators somewhat.

Definition 13.20. Let P be a poset. An order-preserving map ϕ : P → P is
called a monotone map, if for any x ∈ P either x ≥ ϕ(x) or x ≤ ϕ(x). If
x ≥ ϕ(x) for all x ∈ P , then we call ϕ a decreasing map, analogously, if
x ≤ ϕ(x) for all x ∈ P , then we call ϕ an increasing map.

We remark here on the fact that while a composition of two decreasing
(resp. increasing) maps is again a decreasing (resp. an increasing) map, the
composition of two monotone maps is not necessarily a monotone map. To
see a simple example: let P be the lattice of all subsets of {1, 2}, and define
ϕ(S) = S ∪ {2}, and γ(T ) = T \ {1}, for all S, T ⊆ {1, 2}. The composition
T ◦ S maps all the subsets to {2}, in particular it is not a monotone map.

However any power of a monotone map is again monotone. Indeed, let
ϕ : P → P be monotone, let x ∈ P , and say x ≤ ϕ(x). Since ϕ is order-
preserving we conclude that ϕ(x) ≤ ϕ2(x), ϕ2(x) ≤ ϕ3(x), etc. Hence x ≤
ϕN (x) for arbitrary N .

The following proposition shows that monotone maps have a canonical
decomposition in terms of increasing and decreasing maps.

Proposition 13.21. Let P be a poset, and let ϕ : P → P be a monotone
map. There exist unique maps α, β : P → P , such that

• the map ϕ can be represented as a composition ϕ = α ◦ β;
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• α is an increasing map, whereas β is a decreasing map;
• we have Fixα ∪ Fixβ = P .

Proof. Set

α(x) =

{
ϕ(x), if ϕ(x) > x;

x, otherwise,

and

β(x) =

{
ϕ(x), if ϕ(x) < x;

x, otherwise.

Clearly, ϕ = α ◦β, and Fixα∪Fixβ = P . To see that α is an increasing map,
we just need to see that it is order-preserving. Since α either fixes an element or
maps it to a larger one, the only situation which needs to be considered is when
x, y ∈ P , x < y, and α(x) = ϕ(x), α(y) = y. However, under these conditions
we must have ϕ(y) ≤ y, thus we get α(y) = y ≥ ϕ(y) ≥ ϕ(x) = α(x), and
so α is order-preserving. That β is a decreasing map can be seen analogously.
Finally, the uniqueness follows from the fact that each x ∈ P must be fixed
by either α or β, and the value ϕ(x) determines which one will fix x. ⊓⊔

13.2.4 The reduction theorem and implications

The next theorem strengthens and generalizes Theorem 13.12.

Theorem 13.22. Let P be a poset, and let ϕ : P → P be a monotone map.
(a) Assume x ∈ P , such that ϕ(x) 6= x, and P<x ∪ P>x is finite, then the
abstract simplicial complex ∆(P<x) ∗∆(P>x) is nonevasive.
(b) Assume that P ⊇ Q ⊇ Fixϕ, that P \ Q is finite, and, that for every
x ∈ P \ Q, the set P<x ∪ P>x is finite, then ∆(P ) ցNE ∆(Q), in particular,
the simplicial complex ∆(P ) collapses onto the subcomplex ∆(Q).

Remark 13.23.
1) Note that when P is finite, the conditions of Theorem 13.22(b) simply
reduce to: P ⊇ Q ⊇ Fixϕ.

2) Under the conditions of Theorem 13.22(b), the simplicial complex ∆(P )
collapses onto the simplicial complex ∆(Q), this implies Theorem 13.12 as
a special case. In particular, the complexes ∆(P ) and ∆(Q) have the same
simple homotopy type.

3) Under the conditions of Theorem 13.22(b), the topological space ∆(Q) is
a strong deformation retract of the topological space ∆(P ).

4) Any poset Q satisfying P ⊇ Q ⊇ ϕ(P ) will also satisfy P ⊇ Q ⊇ Fixϕ,
hence the Theorem 13.22 will apply. In particular, for finite P , we have the
following corollary: ∆(P )ցNE ∆(ϕ(P )).
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The proof of Theorem 13.22 follows the general lines of the proof of The-
orem 13.12, however, there are some further technicalities to be dealt with.

Proof of Theorem 13.22.
We can assume that P 6= Q. The proof is by induction, and, to start with,
some explanation is in order. For finite P the proof is by induction on |P |,
and both statements are proved in parallel, with statement (a) being proved
first. For infinite P , we can first prove statement (a) using statement (b) for
finite posets, and then prove statement (b) by induction on |P | − |Q|, which
is assumed to be finite.

Let us now proceed with induction. We start with statement (a). Since
the expression ∆(P<x) ∗ ∆(P>x) is symmetric with respect to inverting the
partial order of P , without loss of generality, it is enough to only consider the
case ϕ(x) < x. Let us show that in this case ∆(P<x) is nonevasive.

Let ψ : P<x → P<x denote the restriction of ϕ. It is easy to see that ψ is
a monotone map of P<x. By the induction hypothesis we see that ∆(P<x)ցNE

∆(P≤ϕ(x)), since Fixψ ⊆ ψ(P<x) ⊆ P≤ϕ(x), and P<x is finite. On the other
hand, ∆(P≤ϕ(x)) is a cone, hence, by Proposition 13.7(1), it is nonevasive,
and therefore ∆(P<x) is nonevasive as well. Again, by Proposition 13.7(1), it
follows that ∆(P<x) ∗∆(P>x) is nonevasive. Thus, (a) for P follows from (b)
for P<x ⊇ P≤ϕ(x).

Let us now prove the statement (b). To start with, we replace the monotone
map ϕ with a monotone map γ satisfying γ(P ) ⊆ Q and Fix γ = Fixϕ. To
achieve that objective we can set γ := ϕN , where N = |P \Q|. With this choice
of γ, the inclusion γ(P ) ⊆ Q follows from the assumption that Fixϕ ⊆ Q.

Take arbitrary x ∈ P \ Q. Since x /∈ γ(P ), we have x 6= γ(x), hence
by (a) we know that lk∆(P )x = ∆(P<x) ∗∆(P>x) is nonevasive. This means
∆(P )ցNE ∆(P \ {x}).

Let the map ψ : P \{x} → P \{x} be the restriction of the map γ. Clearly,
ψ is a monotone map, and Fixψ = Fix γ. This implies Fixψ ⊆ Q, hence, by
the induction hypothesis ∆(P \ {x}) ցNE ∆(Q). Summarizing, we conclude
that ∆(P ) ցNE ∆(Q). This shows that (b) for P ⊇ Q follows from (a) for P
together with (b) for P \ {x} ⊇ Q. ⊓⊔

13.3 Further facts about nonevasiveness

13.3.1 NE-reduction and collapses

The NE-reduction can be used to define an interesting equivalence relation on
the set of all abstract simplicial complexes.

Definition 13.24. Let X and Y be abstract simplicial complexes. Recursively,
we say that X ≃NE Y if X ցNE Y , or Y րNE X, or if there exists an abstract
simplicial complex Z, such that X ≃NE Z and Y ≃NE Z.
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Clearly, if X is nonevasive, then X ≃NE pt, but is the opposite true? The
answer to that is “no”. As one example, consider the standard instance of
a space which is contractible, but not collapsible: let H be the so-called house
with two rooms, see Figure 13.5.

Fig. 13.5. A house with two rooms.

Independently of a particular triangulation, the space H is not collapsible,
hence it is evasive. On the other hand, we leave it to the reader to see that it
is possible to triangulate the filled cylinder C given by the equations |z| ≤ 1,
x2 + y2 ≤ 1, so that C ցNE H.

Recall from Section 6.4 that the analogous equivalence relation, whereցNE,
and րNE, are replaced by ց, and ր, is called the simple homotopy type, and
that the celebrated Whitehead theorem implies that the simplicial complexes
with the simple homotopy type of a point are precisely those, which are con-
tractible, see Theorem 6.16. Therefore, the class of the simplicial complexes
which are NE-equivalent to a point relates to nonevasiveness in the same way
as contractibility relates to collapsibility. Clearly, this means that this class
should constitute an interesting object of study.

We conjecture that the NE-equivalence is much coarser than the White-
head’s simple homotopy type.

Conjecture 13.25. There exists an infinite family of finite simplicial complexes
{Xi}∞i=1, which all have the same simple homotopy type, such that Xi 6≃NE Xj ,
for all i 6= j.

Finally, let us remark, that whenever we have abstract simplicial complexes
X ≃NE Y , there exists an abstract simplicial complex Z, such that X րNE

Z ցNE Y . Indeed, assume that AցNE B րNE C, for some abstract simplicial
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complexes A,B, and C. Set S := V (A)\V (B), and set T := V (C)\V (B). Let
D be the abstract simplicial complex obtained by attaching to A the vertices
from T in the same way as they would be attached to B ⊆ A. Clearly, since
the links of the vertices from S did not change, they can still be removed in
the same fashion as before, and therefore we have AրNE D ցNE C. Repeating
this operation several times, and using the fact that the reductions րNE (as
well as ցNE) compose, we prove the claim.

13.3.2 Nonevasiveness of noncomplemented lattices

Let L denote a finite lattice. For x ∈ L̄ we write CoL(x) for the set of com-
plements of x, i.e. the set {y ∈ L̄ |x ∧ y = 0̂ and x ∨ y = 1̂}; while Co∨

L(x)
will denote the set of upper semicompliments of x: {y ∈ L̄ |x ∨ y = 1̂}.
Theorem 13.26. Let L be a finite lattice. Let x ∈ L̄ and let P = L \ B,
where Co∨

L(x) ⊇ B ⊇ CoL(x). Then ∆(P̄ ) is nonevasive, in particular it is
collapsible.

Remark 13.27.
(1) A particularly interesting special case is when B = CoL(x) = ∅, that is:
when x has no complements, then ∆(L̄) is nonevasive.
(2) For symmetry reasons, the theorem remains true if upper semicomplements
are replaced by lower semicomplements.

(3) The result of Theorem 13.26 can be translated to algorithmic language
in the following way. Let P be as in the formulation of the Theorem 13.26.
Assume A is a subset of P̄ which is not known in advance. One is allowed to
ask questions of type: “Is y in A? ”, where y ∈ P̄ . Then there exists a strategy
which determines whether the set A is a chain in P̄ , using at most |P̄ | − 1
questions.

Proof of Theorem 13.26.
We use induction on the number of elements in the poset L̄. Since x ∈ P̄ , we
know that ∆(P̄ ) is not empty. Furthermore, if P̄ consists of only one element,
then ∆(P̄ ) is a simplicial complex consisting of only one point, and hence is
nonevasive by the definition.

Assume now that |L̄| ≥ |P̄ | > 1. In order to show that ∆(P̄ ) is nonevasive,
we shall find a suitable element y ∈ P̄ , for which we shall prove the following
two claims:

Claim 1. The order complex ∆
(
P \ {y}

)
is nonevasive;

Claim 2. The order complex ∆
(
P≤y ⊕ P≥y

)
is nonevasive.

One way to show that ∆(Q) is nonevasive (for Q taken from the claims
above) will be to write Q in the form L′ \ B′, where L′ is some lattice, such
that |L′| < |L|, and Co∨

L′(z) ⊇ B′ ⊇ CoL′(z), for some z ∈ L′ \ B′, and to
use induction.
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We divide the main part of the proof into two cases, depending on the
choice of y.

Case 1: the primary case.
There exists an element y, such that y is an atom of P and x 6≥ y.
Proof of Claim 1.
Since y is an atom L′ = L \ {y} is a lattice. Also it is clear that x ∈ L′. Set
B′ = B ∩ L′, then L′ \ B′ = (L \ B) \ {y} = P \ {y}. If t ∈ CoL′(x) then
x ∨ t = 1̂ and x ∧ t = 0̂ in L′. However, the identity x ∧ t = y is impossible
in L, since then it would imply y ≤ x which we assumed to be false. Hence
x ∧ t = 0̂ in L, so t ∈ CoL(x) and therefore B′ ⊇ CoL′(x). Furthermore, if
t ∈ Co∨

L(x), t 6= y, then t ∈ Co∨
L′(x), i.e., Co∨

L′(x)⊇ Co∨
L(x) ∩ L′.

So we have shown that Co∨
L′(x) ⊇ B′ ⊇ CoL′(x), and hence ∆

(
P \ {y}

)

is nonevasive by the induction assumption.

Proof of Claim 2.
We see that L′ = [y, 1̂] is a lattice, since it is an interval in the lattice L. Let
z = x∨ y. Since y is an atom and y 6≤ x we know that x∧ y = 0̂. On the other
hand, we have y /∈ CoL(x), so z 6= 1̂.

a = x ∧ t

x

z = x ∨ y

0̂ = x ∧ y

t ∧ z = y

t

1̂ = t ∨ z = t ∨ x

Fig. 13.6. The comparison diagram for Case 1, Claim 2.

Set B′ = L′ ∩ B. First we show that CoL′(z) ⊆ CoL(x) ∩ L′. Take t ∈
CoL′(z). Then t ∧ z = y and t ∨ z = 1̂. But

1̂ = t ∨ z = t ∨ (x ∨ y) = (t ∨ y) ∨ x = t ∨ x.

Let a = t ∧ x. Clearly

z = x ∨ y ≥ x ≥ x ∧ t = a
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and
t ≥ x ∧ t = a,

hence
y = t ∧ z ≥ a.

Since x ≥ a we get 0̂ = x ∧ y ≥ a hence a = 0̂, and so t ∈ CoL(x) ∩ L′.
Therefore we get

CoL′(z) ⊆ CoL(x) ∩ L′ ⊆ B ∩ L′ = B′.

Furthermore,
B′ = B ∩ L′ ⊆ Co∨

L(x) ∩ L′ ⊆ Co∨
L′(z),

where to show the last inclusion we just note, that if t ∨ x = 1̂, then t ∨ z =
t ∨ x ∨ y = 1̂ ∨ y = 1̂. The Claim 2 now follows, since L′ \B′ = P≥y.

Case 2: the secondary case.
For every atom y ∈ P we have x ≥ y.
Consider the map ϕ : P → L≤x, mapping y 7→ y∧x. Clearly, ϕ is a descending
closure operator, whose image is L≤x. By a previous theorem it follows that
∆(P ) ցNE ∆(L≤x), and since the latter is a cone with x as an apex, we
conclude that ∆(P ) is nonevasive. ⊓⊔

13.4 Other recursively defined classes of complexes

In this section we mention some other classes of abstract simplicial complexes
which are studied in Combinatorial Algebraic Topology and are defined in
a recursive way. These families are less prominent that the nonevasive com-
plexes, so we shall keep our presentation brief.

Definition 13.28. A pure abstract simplicial complex X is called vertex-
decomposable if it is empty or if there exists a vertex v of X, such that both
link lkX(v) and deletion dlX(v) are vertex-decomposable.

For example, the simplicial complex consisting of a single vertex is vertex-
decomposable, since both the link and deletion of this vertex are empty. Fur-
thermore, any simplex is vertex-decomposable.

Definition 13.29. A pure abstract simplicial complex X is called con-
structible if it is a simplex, including the empty simplex, or if it has con-
structible subcomplexes Y and Z, such that

• we have X = Y ∪ Z;
• the complex Y ∩ Z is constructible;
• we have dimX = dimY = dimZ = dim(Y ∩ Z) + 1.

We finish by stating without the proof the following important proposition.
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Proposition 13.30. For an arbitrary pure abstract simplicial complex we
have the following implications

nonevasive ⇒ vertex-decomposable ⇒ shellable ⇒ constructible

with all implications being strict.
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Colimits and quotients

14.1 Quotients of nerves of acyclic categories

14.1.1 Desirable properties of the quotient construction

Assume that we have a finite group G acting on a finite poset P in an order-
preserving way. The purpose of this chapter is to study a construction of the
quotient, associated with this action. One structural approach is to view P
as an acyclic category and to view the group action of G as a functor from
the one-element category associated to the group G to AC. Then, as we have
pointed out earlier in Subsection 4.4.3, it is natural to define P/G to be the
colimit of this functor. As a result P/G can in general turn out to be an acyclic
category, which is not necessarily a poset.

Our plan for this chapter is as follows. After describing the formal setting in
Section 14.2 we proceed in Section 14.3 with imposing different conditions on
the group action. We shall give conditions for each of the following properties
to be satisfied:

(1) the morphisms of P/G are exactly the orbits of the morphisms of P , we
call it regularity;

(2) the quotient construction commutes with the nerve functor;
(3) the category P/G is again a poset.

Since the quotient of the group action on a poset is in general an acyclic
category, whereas the quotient of the group action on an acyclic category, as
we shall see, is always acyclic itself, the class of acyclic categories appears
here as a natural category which contains the category of posets, and is at the
same time closed under taking the quotients.

14.1.2 Quotients of simplicial actions

Before we proceed with the general setup, let us see what makes things com-
plicated in the simplicial situation. To do that, let us consider a simplicial
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G-action on X, where G is a finite group, and X is a finite abstract simplicial
complex. What can in general be said about the quotient X/G? It is easy to
take the topological quotient, but the simplicial (or cell) structure on it may
not be derived from the simplicial structure of X in a very nice way.

Consider for instance the reflection action of the additive group Z2 on
an interval. The topological quotient is again an interval. One of its vertices
is an orbit of the original Z2-action on the vertices of the interval, whereas
the other one is not. This is not a very pleasing situation, therefore we would
like to require that the action satisfies further properties.

Condition (S1). For any group element g ∈ G, and any simplex σ ∈ X,
such that g(σ) = σ, we have g|σ = idσ.

In words, Condition (S1) says that if a simplex is preserved by a group
element, then it is fixed by that group element pointwise. Note, that this
condition is not satisfied in the example of the Z2-action above.

Condition (S2). For any group element g ∈ G, and any simplex σ ∈ X, we
know that g fixes g(σ) ∩ σ pointwise.

Clearly Condition (S1) is a special case of Condition (S2), when g(σ) =
σ = g(σ) ∩ σ. Here is an example of a situation when Condition (S1) holds,
whereas Condition (S2) does not.

Example 14.1. Let X be the hollow triangle, i.e., the abstract simplicial com-
plex consisting of three vertices 1, 2, and 3 and three connecting edges (1, 2),
(1, 3), and (2, 3). Let G be the cyclic group with three elements, and let the
generator of this group act on X by cyclic shifting 1 7→ 2, 2 7→ 3, 3 7→ 1.
Clearly, Condition (S1) is true, since no element other than identity ever pre-
serves a simplex, whereas Condition (S2) fails, for example, if one takes g to
be the generator of the group, and takes σ = (1, 2).

When Condition (S1), or both Conditions (S1) and (S2) are valid, we can
say something useful about the quotient.

Proposition 14.2. Assume that we have a simplicial action of a finite group
G on a finite abstract simplicial complex X. The the following holds.

(1) If this action satisfies Condition (S1), then X/G can be viewed as a CW
complex, whose cells are indexed by G-orbits on the set of the simplices
of X.

(2) If, in addition, this action satisfies Condition (S2), then the quotient com-
plex is a generalized simplicial complex.

Proof. If our action satisfies Condition (S1), then there will be no self-
identifications of open cells. Hence the quotient X/G can be obtained by
gluing in the orbits of open cells along the quotients of the original attaching
maps. This proves part (1) of the proposition.

If the action additionally satisfies Condition (S2), then there will be no
self-identifications of the closed cells either. In other words, the new attaching
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maps are the same as the original ones. Hence the quotient X/G is a general-
ized simplicial complex, see Definition 2.41. ⊓⊔

Let us next consider a similar, yet somewhat different situation, where X
is a finite trisp, and the group G acts by trisp maps.

Proposition 14.3. Assume that we have a trisp action of a finite group G
on a finite trisp X, then the following holds.

(1) The quotient X/G is again a trisp, whose simplices are indexed by the
G-orbits of the set of simplices of X.

(2) If, furthermore, X is a finite regular trisp and the G-action satisfies Con-
dition (S2), then the quotient trisp X/G is again regular.

Proof. To see (1) notice that a trisp map always preserves the order of the
vertices in each simplex, hence Condition (S1) is always satisfied. This is
basically the reason why (1) holds for arbitrary trisp actions. The formal
argument is as follows. For every nonnegative integer n, set Sn(X/G) to be
the set of G-orbits of Sn(X). Furthermore, for arbitrary simplex σ ∈ Sn(X),
and arbitrary order-preserving injection f : [m+ 1] →֒ [n+ 1], we set

Bf (X/G)([σ]) := [Bf (X)(σ)] , (14.1)

where we use the square brackets to denote the G-orbits. The value of
Bf (X/G) is well-defined, since the commutation relation (2.14) tells us that
[σ1] = [σ2] implies [Bf (X)(σ1)] = [Bf (X)(σ2)]. We also obviously have
Bf◦g(X/G) = Bg(X/G) ◦ Bf (X/G), and Bidn

(X/G) = idSn(X/G), and hence
the quotient X/G has a well-defined trisp structure.

To see (2), we just need to verify that no two vertices belonging to the same
simplex are identified by the group action. This follows from Condition (S2),
since if σ is a simplex and both v and g(v) are vertices of σ, for some g ∈ G,
then g(v) ∈ σ ∩ g(σ), and hence g(g(v)) = g(v), implying g(v) = v. ⊓⊔

Proposition 14.3 can now be applied in the case of a group action on a finite
acyclic category.

Proposition 14.4. Let C be a finite acyclic category, and let G be a finite
group acting on C. Then ∆(C)/G is a regular trisp, whose simplices are in-
dexed by the G-orbits on the set of simplices of ∆(C).

Proof. First, by our discussion in Chapter 10,∆(C) is a trisp, and the induced
G-action on ∆(C) is a trisp action. Hence it follows from Proposition 14.3(1)
that ∆(C)/G is also a trisp, whose simplices are indexed by the G-orbits on
the set of simplices of ∆(C).

Furthermore, since the acyclic category C is assumed to be finite, we know
that if there is a morphism between x and g(x), then g(x) = x, for any g ∈ G,
x ∈ O(C). It follows that for any simplex σ of ∆(C), and any group element
g ∈ G, the intersection g(σ) ∩ σ consists of objects and morphisms which are
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all fixed by g. Thus, our action satisfies Condition (S2), and the regularity of
∆(C)/G follows from Proposition 14.3(2). ⊓⊔

Let us look at a few classical examples to see what may happen.

Example 14.5. The symmetric group Sn acts on the Boolean algebra Bn by
permuting the ground set. Every Sn-orbit can be uniquely encoded by the
sequence of the cardinalities of the sets in the chain. Analyzing how these are
glued together we see that ∆(Bn)/Sn is an n-simplex.

Example 14.6. The group Z2 acts on P = 2⊕ · · · ⊕ 2︸ ︷︷ ︸
n+1

, by simultaneously swap-

ping elements in each copy of the antichain 2. We have seen that ∆(P ) is
homeomorphic to Sn, and we can see that the induced Z2-action is antipodal,
hence the quotient ∆(P )/Z2 is homeomorphic to the projective space RPn.

Example 14.7. Recall that Πn denotes the poset of all set partitions of [n],
ordered by refinement. Again, the symmetric group Sn acts on Πn by per-
muting the ground set, and we can consider the quotient complex ∆(Π̄n)/Sn.
This space has been considered in Sections 9.3 and 11.2.

14.2 Formalization of group actions and the main
question

14.2.1 Definition of the quotient and formulation of the main
problem

Our main object of study is described in the following definition.

Definition 14.8. We say that a finite group G acts on a finite acyclic cate-
gory C, if there is a functor AC : G → AC which takes the unique object of
G to C. The colimit of AC is called the quotient of C by the action of G and
is denoted by C/G.

To simplify notations, we identify AC(g) with g itself. Furthermore, in
Definition 14.8 the category AC could be replaced with a different one. For
example, when considering the group actions on posets, one could ask to
take the colimit with the category of posets instead. The resulting notion of
quotient would then be different, see Example 14.9.

Main Problem. Understand the relation between the topological and the
categorical quotients, that is, between ∆(C/G) and ∆(C)/G.

To start with, by the universal property of colimits, see Definition 4.33,
there exists a canonical map λ : ∆(C)/G→ ∆(C/G). In Section 14.3 we shall
give combinatorial conditions under which this map is an isomorphism.
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14.2.2 An explicit description of the category C/G

It can be shown in general that if a group G acts on the category C, then
the colimit C/G exists. In combinatorial situations it is useful to have an ex-
plicit description, which we now proceed to give.

When x is an object or a morphism of C, we denote by G(x) the orbit of x
under the action of G. For objects we have O(C/G) = {G(a) | a ∈ O(C)}. The
situation with morphisms is more complicated. Define a relation↔ on the set
M(C) by setting x↔ y, if and only if there are decompositions x = x1◦· · ·◦xt
and y = y1◦· · ·◦yt with G(yi) = G(xi) for all i ∈ [t]. The relation↔ is reflexive
and symmetric since G has identity and inverses, however it is not in general
transitive. Let ∼ be the transitive closure of ↔, it is clearly an equivalence
relation. Denote the ∼ equivalence class of x by [x].

Perhaps a better way to understand the relation ∼ is to note that it is
the minimal equivalence relation on M(C) closed under the G-action and
under the composition. That is, we request that a ∼ g(a) for any g ∈ G, and
that if x ∼ x′ and y ∼ y′, and x ◦x′ and y ◦ y′ are defined, then x ◦x′ ∼ y ◦ y′.
It is not difficult to check that the set {[x] |x ∈ M(C)} with the relations
∂•[x] = [∂•x], ∂

•[x] = [∂•x] and [x] ◦ [y] = [x ◦ y] (whenever the composition
x ◦ y is defined), are the morphisms of the category C/G.

Let us now look at a few more examples illustrating various points that
we have done so far.

Example 14.9. Let P be the poset in the middle of Figure 14.1. Let Z2 act
on P by simultaneously permuting a with b and c with d. Arrow (I) shows
P/Z2 in P, whereas arrow (II) shows P/Z2 in AC. Note that in this case the
quotient in AC commutes with the functor ∆ (the canonical surjection λ is
an isomorphism), whereas the quotient in P does not.

a b

c d

(II)(I)

Fig. 14.1. Quotient taken in the category of acyclic categories versus the one taken
in the category of posets.

Example 14.10. Let P be the poset in Figure 14.2. Let Z2 act on P by si-
multaneously permuting a with b and c with d, while fixing x. The quotient



250 14 Colimits and quotients

P/Z2 is a fully ordered set with three elements, hence ∆(P/Z2) is 2-simplex.
On the other hand, the nerve ∆(P ) is a union of four simplices, which is
homeomorphic to a 2-dimensional disc, with the induced action given by the
antipodal map. The quotient ∆(P )/Z2 is a simplicial complex consisting of
two 2-simplices, also shown on Figure 14.2. In this case, the canonical map λ
maps both 2-simplices of ∆(P )/Z2 onto the 2-simplex of ∆(P/Z2), identifying
two edges.

P P/Z2 ∆(P )/Z2 ∆(P/Z2)

a

c d

b

x
λ

Fig. 14.2. An example when the map λ is not an isomorphism.

14.3 Conditions on group actions

In this section we consider combinatorial conditions for a finite group G acting
on a finite acyclic category C which ensure that taking the quotient of this
group action commutes with the nerve functor.

14.3.1 Outline of the results and surjectivity of the canonical map

If AC : G→ AC is a group action on a category C then ∆ ◦ AC : G→ RTS
is the associated group action on the nerve of C. It is clear that ∆(C/G) is
a sink for ∆ ◦ AC , see Subsection 4.4.1, and hence, as previously mentioned,
the universal property of colimits guarantees the existence of a canonical map
λ : ∆(C)/G→ ∆(C/G). We wish to find conditions under which this map is
an isomorphism.

First, we prove in Proposition 14.11 that λ is always surjective. Further-
more, G(a) = [a] for a ∈ O(C), which means that, restricted to 0-skeleta, λ is
an isomorphism. If the two regular trisps were abstract simplicial complexes
(only one face for any fixed vertex set), this would suffice to show isomor-
phism. Neither one is an abstract simplicial complex in general, but while the
quotient of a complex ∆(C)/G can have simplices with fairly arbitrary face



14.3 Conditions on group actions 251

sets in common, ∆(C/G) has only one face for any fixed edge set, since it is
a nerve of an acyclic category. Thus for λ to be an isomorphism it is necessary
and sufficient to find conditions under which

(1) the map λ is an isomorphism restricted to 1-skeleta;
(2) the simplicial complex ∆(C)/G has only one face with any given set of

edges.

We will give conditions equivalent to λ being an isomorphism, and then
give some stronger conditions which are often easier to check. The strongest
of these conditions is also inherited by the action of any subgroup H of G
acting on C - a fact which is useful when we want to take quotients for the
induced subgroup actions.

To start with, recall that a simplex of ∆(C/G) is a composable morphism
chain, i.e., ([m1], . . . , [mt]), with mi ∈M(C), and ∂•[mi−1] = ∂•[mi]. On the
other hand, a simplex of ∆(C)/G is an orbit of a composable morphism chain
(n1, . . . , nt), ni ∈ M(C), which we denote G(n1, . . . , nt). The canonical map
λ is given by λ(G(n1, . . . , nt)) = ([n1], . . . , [nt]).

Proposition 14.11. Let C be a category and G a finite acyclic group acting
on C. Then the canonical map λ : ∆(C)/G→ ∆(C/G) is surjective.

Proof. By the above description of λ it suffices to fix a composable morphism
chain ([m1], . . . , [mt]), and to find a composable morphism chain (n1, . . . , nt),
with [ni] = [mi]. The proof proceeds by induction on t. The case t = 1 is
obvious, just take n1 = m1.

Assume now that we have found n1, . . . , nt−1, so that [ni] = [mi], for i =
1, . . . , t−1, and n1, . . . , nt−1 compose, i.e., ∂•ni = ∂•ni+1, for i = 1, . . . , t−2.
Since [∂•nt−1] = [∂•mt−1] = [∂•mt], we can find g ∈ G, such that g(∂•mt) =
∂•nt−1. If we now take nt = g(mt), we see that nt−1 and nt compose, and
[nt] = [mt], which provides a proof for the induction step. ⊓⊔

14.3.2 Condition for injectivity of the canonical projection

Let C be a finite acyclic category and assume that a finite group G acts on C.
We impose the following condition on our action.

Condition (R). If x, ya, yb ∈ M(C), such that ∂•x = ∂•ya = ∂•yb and
G(ya) = G(yb), then G(x ◦ ya) = G(x ◦ yb).
Condition (R) is illustrated by Figure 14.3.

Definition 14.12. Let C be a finite acyclic category and let G be a finite group
acting on C. We say that the action is regular if it satisfies Condition (R).

The next proposition shows why Condition (R) is the right one for our
purposes.
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x

ybya

Fig. 14.3. Condition (R).

Proposition 14.13. Let C be a finite acyclic category and G a finite group
acting on C. This action satisfies Condition (R) if and only if the canonical
surjection λ : ∆(C)/G→ ∆(C/G) is injective on 1-skeleta.

Proof. The injectivity of λ on 1-skeleta is equivalent to requiring that G(m) =
[m], for all m ∈ M(C), while Condition (R) is equivalent to requiring that
G(m◦G(n)) = G(m◦n), for all m,n ∈M(C) with ∂•m = ∂•n; here m◦G(n)
means the set of all m ◦ g(n) for which the composition is defined.

Assume that λ is injective on 1-skeleta. Then we have the following com-
putation:

G(m ◦G(n)) = G(m) ◦G(n) = [m] ◦ [n] = [m ◦ n] = G(m ◦ n),

which shows that Condition (R) is satisfied.
Reversely, assume that the Condition (R) is satisfied, that is we have

G(m ◦ G(n)) = G(m ◦ n). Since the equivalence class [m] is generated by G
and composition, it suffices to show that orbits are preserved by composition,
which is precisely G(m ◦G(n)) = G(m ◦ n). ⊓⊔

14.3.3 Conditions for the canonical projection to be an
isomorphism

The following theorem is the main result of this section. It provides us with
combinatorial conditions which are equivalent to λ being an isomorphism.

Theorem 14.14. Let C be a finite acyclic category and let G a finite group
acting on it. The following two conditions are equivalent.

Condition (C1). Let t ≥ 2, and assume that both (m1, . . . ,mt−1,ma), and
(m1, . . . ,mt−1,mb), are composable morphism chains. Furthermore, assume
that G(ma) = G(mb). Then there exists some g ∈ G, such that g(ma) = mb

and g(mi) = mi, for all 1 ≤ i ≤ t− 1.

Condition (C2). The canonical surjection λ : ∆(C)/G→ ∆(C/G) is injec-
tive.
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For language convenience, if one of the Conditions (C1) or (C2) is satisfied,
we shall also say that Condition (C) is satisfied. In this case, the map λ is
an isomorphism.

g

g

m1

m2

mb

mt−1

ma

g

g

Fig. 14.4. Condition (C1).

Proof of Theorem 14.14. Condition (C1) is equivalent to requesting that
G(m1, . . . ,mt) = G(m1, . . . ,mt−1, G(mt)), where this notation is used, as
before, to describe all sequences (m1, . . . ,mt−1, g(mt)), which are composable
morphism chains. Condition (C2) implies Condition (R) above, and so can be
restated as G(m1, . . . ,mt) = (G(m1), . . . , G(mt)).

Condition (C2) implies Condition (C1) by the following computation:

G(m1, . . . ,mt) = (G(m1), . . . , G(mt)) = G(G(m1), . . . , G(mt))

⊇ G(m1, . . . ,mt−1, G(mt)) ⊇ G(m1, . . . ,mt).

Let us now also see that Condition (C1) implies Condition (C2). To
show that (G(m1), . . . , G(mt)) = G(m1, . . . ,mt) we need to see that if
(m1, . . . ,mt) is a composable morphism chain, and g1, . . . , gt ∈ G, such that
(g1(m1), . . . , gt(mt)) is again a composable morphism chain, then there exists
g ∈ G, such that gi(mi) = g(mi), for all i = 1, . . . , t.

Set h1 := g1. Condition (C1) applies for t = 2 to the composable morphism
chains (h1(m1), h1(m2)) and (h1(m1), g2(m2)), implying that there exists
an element h2 ∈ G, such that h2h1(m1) = h1(m1) = g1(m1), and h2h1(m2) =
g2(m2). Next, Condition (C1) applies for t = 3 to the composable morphism
chains (h2h1(m1), h2h1(m2), h2h1(m3)) and (h2h1(m1), h2h1(m2), g3(m3)),
yielding an element h3 ∈ G, such that h3h2h1(m1) = g1(m1), h3h2h1(m2) =
g2(m2), and h3h2h1(m3) = g3(m3). Continuing this procedure for higher val-
ues of t, we will eventually find the element g := ht . . . h2h1 ∈ G, which
satisfies gi(mi) = g(mi), for all i = 1, . . . , t. ⊓⊔
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Example 14.15. We give an example of a group action which satisfies Condi-
tion (C) for t = 1, . . . , k, but does not satisfy Condition (C) for t = k + 1.
Let Pk+1 be the order sum of k+1 copies of the 2-element antichain. The au-
tomorphism group of Pk+1 is the direct product of k + 1 copies of Z2. Take
G to be the index 2 subgroup consisting of elements with an even number of
nonidentity terms in the product.

The following condition implies Condition (C), and is often easier to check.

Condition (St). There exists a set {Sm}m∈M(C), where we include objects
of C in the indexing set as identity morphisms, such that for any m ∈M(C)
the following three properties are satisfied:

(1) we have Sm ⊆ Stab (m);
(2) we have inclusions Sm ⊆ S∂•m ⊆ Sm′ , for any m′ ∈ M(C), such that

∂•m
′ = ∂•m;

(3) the set S∂•m acts transitively on {g(m) | g ∈ Stab (∂•m)}.

Proposition 14.16. Condition (St) implies Condition (C).

Proof. Let C be a finite acyclic category, and assume that G is a finite
group acting on C. Let morphismsm1, . . . ,mt−1,ma,mb ∈M(C) and a group
element g ∈ G be as in Condition (C1). Then, since g ∈ Stab (∂•ma), by
part (3) of Condition (St), there must exist g̃ ∈ S∂•ma

, such that g̃(ma) = mb.
Now, by part (2) of Condition (St), one can conclude that g̃(mi) = mi, for all
i ∈ [t− 1]. ⊓⊔

We say that the strong Condition (St) is satisfied if Condition (St) is
satisfied with the specific choice Sa := Stab (a). Clearly, in such a case parts (1)
and (3) of Condition (St) are obsolete, and part (2) is reduced to saying that
Stab (∂•m) ⊆ Stabm, for all m ∈M(C).

Example 14.17. Here is an example of a group action satisfying Condition (St),
but not the strong Condition (St). Let C = Bn, lattice of all subsets of [n]
ordered by inclusion, and let G = Sn act on Bn by permuting the ground
set [n]. Clearly, for A ⊆ [n], we have Stab (A) = SA × S[n]\A, where, for
X ⊆ [n], SX denotes the subgroup of Sn which fixes elements of [n] \ X
and acts as a permutation group on the set X. Since A > B means A ⊃ B,
part (2) of Condition (St) is not satisfied for SA =Stab (A), since SA×S[n]\A 6⊇
SB × S[n]\B . However, we can set SA := SA instead. It is easy to check that
for this choice of {SA}A∈Bn

Condition (St) is satisfied.

We close the discussion of the conditions stated above by the following
proposition.

Proposition 14.18.

(1) The sets of group actions which satisfy Condition (C) or Condition (St)
are closed under taking the restriction of the group action to a subcategory.
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(2) Assume a finite group G acts on a finite acyclic category C, so that Con-
dition (St) is satisfied. Let x ∈ O(C), and take a subgroup H of G, such
that Sx ⊆ H ⊆ Stab (x), then Condition (St) is satisfied for the action of
H on C≤x.

(3) Assume a finite group G acts on a finite acyclic category C, so that the
strong Condition (St) is satisfied, and assume that H is a subgroup of G.
Then the strong version of Condition (St) is again satisfied for the action
of H on C.

Proof. Parts (1) and (3) of the proposition are obvious.
Let us now show part (2). Recall that objects of C≤x are all pairs (a,m),

such that ∂•m = x, and ∂•m = a. Set S̃(a,m) := Sa. Furthermore, a mor-
phism between (a,ma) and (b,mb) in C≤x is a morphism of C, such that
mb = m ◦ma. For the sake of precision, we denote such a morphism by the
5-tuple (m, a,ma, b,mb). Set S̃(m, a,ma, b,mb) := Sm.

To check part (1) of Condition (St) for the action of H on C≤x, we

note that S̃(a,m) = Sa ⊆ Sm ⊆ StabG(m) ∩ H = StabH(a,m), where
the second inclusion follows from Sm ⊆ Sx ⊆ H. Furthermore, we note
that S̃(m, a,ma, b,mb) = Sm ⊆ StabG(m) ∩ Sma

∩ Sx ⊆ StabG(m) ∩
StabG(ma) ∩ H = StabH(m, a,ma, b,mb), where the first inequality follows
from Sm ⊆ Sa ⊆ Sma

⊆ Sx, and the last equality follows from the fact that
mb = m ◦ma, hence StabG(m) ∩ StabG(ma) ⊆ StabG(mb).

Part (2) of Condition (St) remains true, since we have S̃(b,mb) = Sb ⊆
S̃(m, a,ma, b,mb) = Sm ⊆ Sa = S̃(a,ma).

We finish by checking part (3) of Condition (St). Let (a,ma) be an object of
C≤x, and let (m, a,ma, b,mb) be a morphism in that category. Let furthermore
g ∈ StabH(a,ma) ⊆ StabG(a). By our assumption, there exists h ∈ Sa,
such that h(m) = g(m). On the other hand, we have g(ma) = ma, and,
since Sa ⊆ Sma

⊆ StabG(ma), we also have h(ma) = ma. Finally, we have
h(mb) = h(m◦ma) = h(m)◦h(ma) = g(m)◦g(ma) = g(mb), and the part (3)
is completely checked. ⊓⊔

14.3.4 Conditions for the categories to be closed under taking
quotients

Recall, that if C is a finite acyclic category, and T is a functor from C to
itself, it is easy to show that whenever x 6= T (x), for some x ∈ O(C), we must
haveMC(x, T (x)) =MC(T (x), x) = ∅.
Proposition 14.19. Let C be a finite acyclic category, and let T be a functor
from C to itself. Then ∆(CT ) = ∆(C)∆(T ), where CT denotes the subcate-
gory of C fixed by T , while ∆(C)∆(T ) denotes the subcomplex of ∆(C) fixed
by ∆(T ).

Proof. Obviously, we have ∆(CT ) ⊆ ∆(C)∆(T ). On the other hand, if for
some x ∈ ∆(C) we have ∆(T )(x) = x, then the minimal simplex σ, which
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contains x, is fixed as a set. Since the order of simplices is preserved by T ,
the simplex σ must be fixed by T pointwise, thus x ∈ ∆(CT ). ⊓⊔

The category of finite acyclic categories can be seen as the closure of the
category of finite posets under the operation of taking the quotient of group
actions. More precisely, we have the following statement.

Proposition 14.20. The quotient of a finite acyclic category by a group ac-
tion is again a finite acyclic category. In particular, the quotient of a finite
poset by a group action is a finite acyclic category.

Proof. This follows directly from our direct description of the corresponding
colimit in Subsection 14.2.2. ⊓⊔

Next, we shall state a condition under which the quotient of an acyclic
category is a poset.

Condition (SR). If x, y ∈ M(C), such that ∂•x = ∂•y, and G(∂•x) =
G(∂•y), then G(x) = G(y).

Condition (SR) is illustrated by Figure 14.5.

Proposition 14.21. Let C be a finite acyclic category and let G be a finite
group acting on C. The following are equivalent:

(1) action satisfies Condition (SR);
(2) the group G acts regularly on the category C and C/G is a poset.

Proof. The implication (2)⇒ (1) follows immediately from the regularity of
the action of G and the fact that there must be only one morphism between
[∂•x](= [∂•y]) and [∂•x](= [∂•y]).

x y

Fig. 14.5. Condition (SR).

Let us show the implication (1)⇒ (2). Obviously Condition (SR) implies
Condition (R), hence the action of G is regular. Furthermore, if x, y ∈M(C)
and there exist g1, g2 ∈ G, such that g1(∂

•x) = ∂•y and g2(∂•x) = ∂•y, then
we can replace x by g1(x) and reduce the situation to the one described in
Condition (SR), namely that ∂•x = ∂•y. Applying Condition (SR) and acting
with g−1

1 yields the result. ⊓⊔
When P is a poset, Condition (SR) can be stated in simpler terms.
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Condition (SRP). If a, b, c ∈ P , such that a ≥ b, a ≥ c and there exists
g ∈ G, such that g(b) = c, then there exists g̃ ∈ G, such that g̃(a) = a and
g̃(b) = c.

c

a

b

Fig. 14.6. Condition (SRP).

That is, for any a, b ∈ P , such that a ≥ b, we require that the stabilizer of
a acts transitively on Gb, see Figure 14.6.

Proposition 14.22. Let P be a finite poset and assume G is a finite group
acting on P . The action of G on P induces an action of G on poset the
barycentric subdivision BdP . Then (BdP )/G is a poset and the simplicial
complexes ∆(BdP )/G and ∆((BdP )/G) are isomorphic.

Proof. Let a = (a1 > · · · > at), a ∈ BdP , and assume b ∈ BdP , and
a > b. Clearly, if g ∈ G fixes a, then it fixes each ai, for i = 1, . . . , t, hence
it fixes b as well. In other words Stab (a) ⊆ Stab (b). It follows that the G-
action on (BdP )op satisfies strong Condition (St), hence by Proposition 14.11,
Theorem 14.14, and Proposition 14.16, the simplicial complexes ∆(BdP )/G
and ∆((BdP )/G) are isomorphic.

Furthermore, if also c ∈ BdP , such that a > c, then it is clear that if
g(b) = c, then b = c, since the action preserves the order of ai’s. Hence
Condition (SRP) is satisfied as well, and so, by Proposition 14.21, (BdP )/G
is a poset. ⊓⊔

14.4 Bibliographic notes

The material of this chapter is partially based on the paper of Babson and
the author, [BK05]. The reader is encouraged to consult the original text for
a more general discussion, including the generalization to the infinite cate-
gories.
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Homotopy colimits

15.1 Diagrams over trisps

15.1.1 Diagrams and colimits

We start directly by defining the main character of this chapter.

Definition 15.1. The following data is called a diagram of topological
spaces D over a trisp ∆:

• for each vertex v of ∆ we have a topological space D(v);
• for each edge (v → w) we have a continuous map D(v → w) : D(v) →
D(w).

Additionally, we request that these maps commute over each triangle in ∆.

We remark, that if the maps commute over each triangle, then they com-
mute over each simplex in the trisp ∆. Definition 15.1 describes the notion
of a diagram of topological spaces, though clearly any other category can be
substituted instead of the category of topological spaces and continuous maps.
This construction is also functorial, meaning that any functor F : A → B will
turn diagrams of objects from A into diagrams of objects from B.
Example 15.2.
(1) To any continuous map f from a topological space X to itself there is
a standard way to associate a diagram of the kind described in Definition 15.1.
Namely, let ∆ be a trisp with one vertex v, and one edge (v → v). Then one
sets D(v) := X, and D(v → v) := f , see the first diagram on Figure 15.1.

(2) Furthermore, to any continuous map f : X → Y between topological
spaces one can associate such a diagram as well. Namely, let ∆ be a trisp
with two vertices v and w, and an edge (v → w). Then one sets D(v) := X,
D(w) := Y , and D(v → w) := f , see the second diagram on Figure 15.1.

(3) There is also another diagram associated to a continuous map f : X → Y
between topological spaces. This one is over a trisp with three vertices a, b,
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and c, and two edges (c→ a) and (c→ b). We set D(c) := X, D(b) := Y , and
D(c→ b) := f . Furthermore, we let D(a) to be a point. This defines the map
D(c→ a) uniquely, see the third diagram on Figure 15.1.

(4) Similarly, when X, Y , and Z are topological spaces, such that Z = X ∪Y ,
there is also a standard diagram D of this type. Namely, let again ∆ to be
the trisp described in (2). We set D(a) := X, D(b) := Y , and D(c) := X ∩ Y ,
and the maps D(c → a) := (X ∩ Y →֒ X), and D(c → b) := (X ∩ Y →֒ Y ),
where the latter two are the corresponding inclusion maps, see the rightmost
diagram on Figure 15.1.

X

f

∗

XX

f

Y Y

f

X Y

X ∩ Y

Fig. 15.1. Examples of diagrams over trisps.

The first construction associated to such a diagram is the operation of
“gluing along all maps”.

Definition 15.3. Let D be a diagram of topological spaces over a trisp ∆.
A colimit of D is the quotient space colimD =

∐
v∈∆(0) D(v)/ ∼, where the

equivalence relation ∼ is generated by x ∼ D(v → w)(x), for all v, w ∈ ∆(0),
and all x ∈ D(v).

When objects and morphisms of a category C are considered as a 1-skeleton
of a trisp, and the diagram is given by a functor F : C → Top, Definition 15.3
gives the same construction as the previously defined colimit of functors.

It can be instructive to go through Example 15.2. In (1) we get the quo-
tient space X/ ∼, with the induced quotient topology, where the equivalence
relation is generated by x ∼ f(x), for all x ∈ X. In (2) the colimit is equal
to Y . In (3) the colimit is the quotient space Y/f(X), meaning that all points
in the image f(X) get identified, and we have the induced quotient topology.
Finally, in (4) we have colimD = X ∪ Y .

15.1.2 Arrow pictures and their nerves

Often the base trisp is generated by some smaller combinatorial data.

Definition 15.4. An arrow picture C is a pair of sets (O,A), where O is
the set of objects, and A ⊆ O × O is the set of arrows, equipped with the
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partial rule of composition, meaning that to some pairs of arrows α : a → b
and β : b → c one associates a third arrow γ : a → c, which is called their
composition, and is denoted γ = β ◦ α.

For example, any category is an arrow picture. Another example is ob-
tained if we take a poset P , take its elements as objects, and all pairs (x, y),
such that x > y, x 6= y, as arrows, so that if x > y > z, then the arrows x→ y
and y → z compose to give x→ z (since we only asked for one arrow between
comparable objects, there is no other choice).

A sequence of arrows a0
m1−→ a1

m2−→ · · · mn−→ an is called composable if
any subsequence can be composed and the end result will not depend on the
order of composition. For example, when n = 3 this condition translates to the
following statements: m1 and m2 are composable, m2 and m3 are composable,
m2 ◦m1 and m3 are composable, m1 and m3 ◦m2 are composable, and finally
(m3 ◦m2) ◦m1 = m3 ◦ (m2 ◦m1).

Definition 15.5. Let C be an arrow picture. The nerve of C, denoted BC, is
a trisp, whose vertices are objects of C, and whose n-simplices are all compos-
able sequences of arrows a0 → a1 → . . . → an. The simplex attachments are
described by skipping a vertex ai, and, in case i 6= 0, n, composing the arrows
ai−1 → ai and ai → ai+1 after that.

One example of an arrow picture and its nerve is shown on Figure 15.2. In
the special case when C is a category, the space BC coincides with classifying
space of C.

z z

β̃

x

yx

α

yγ

β

Fig. 15.2. An arrow picture on the left and its nerve on the right. In this arrow
picture we assume that γ = β ◦ α, and that arrows α and β̃ do not compose.

Definition 15.6. Let C = (A,O) be an arrow picture. A diagram of topo-
logical spaces over C is a rule associating a topological space D(v) to every
object v ∈ O, and a continuous map D(v → w) for every arrow (v → w) ∈ A,
such that, whenever α, β ∈ A, and the composition α ◦ β is defined, we have
D(α ◦ β) = D(α) ◦ D(β).
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Again, the topological spaces and continuous maps can be replaced with
any other category. In fact, when C is a category, a diagram of topological
spaces over C is nothing but a functor D : C → Top.

We note that, when considering a poset P , in order to specify a dia-
gram of spaces over ∆(P ), by commutativity condition, we only need to give
a topological space D(x) for every x ∈ P , and to describe a continuous map
D(x→ y) : D(x)→ D(y), for each pair x, y ∈ P , such that x covers y.

It is easy to see that a diagram over an arrow picture C will give rise to
a diagram over its nerve BC. This is often used as a compact way to describe
a diagram over trisps, and some literature considers only diagrams of this
type. It is straightforward to define the colimit of a diagram over an arrow
picture. As a matter of fact one gets the same space as the colimit of the
associated diagram over its nerve.

Example 15.7. We would like to specifically mention a very important exam-
ple. Let X be a topological space, and let a group G act on X by continuous
maps. Recall that in Chapter 4 we have described how to view G as a category
with one object o, and with one arrow corresponding to each group element,
so that the arrow composition corresponds to multiplication in G. Now, we
can let D be the diagram over G (and hence over BG) defined as follows:
D(o) = X, and the continuous maps for arrows encode the G-action on X. In
this case we have colimD = X/G.

15.2 Homotopy colimits

15.2.1 Definition and some examples

While the colimit construction is useful for many things, it is too rigid to allow
for topological operations on diagrams over trisps. For example, when spaces
over the vertices are replaced by the homotopy equivalent ones, the homotopy
type of the colimit of the corresponding diagram may change. For this reason,
one considers the more flexible notion of a homotopy colimit, which we now
proceed to define.

Definition 15.8. The homotopy colimit, denoted hocolimD, of a dia-
gram D of topological spaces over a trisp ∆, is the quotient space

hocolimD =
∐

σ=v0→...→vn

(σ ×D(v0))/ ∼,

where the disjoint union is taken over all simplices in ∆. The equivalence
relation ∼ is generated by: for τi ∈ ∂σ, τi = v0 → . . . → v̂i → . . . → vn, let
fi : τi →֒ σ be the inclusion map, then

• for i > 0, τi×D(v0) is identified with the subset of σ×D(v0), by the map
induced by fi;
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• for τ0 = v1 → . . .→ vn, we have f0(α)× x ∼ α×D(v0 → v1)(x), for any
α ∈ τ0, and x ∈ D(v0).

In other words, to construct homotopy colimit, consider the disjoint union
of spaces D(v), for v ∈ ∆(0), then for any directed edge v → w glue in the
mapping cylinder of the map D(v → w), taking D(v) as the source, and D(w)
as the base of it; furthermore, for every simplex v → w → u glue in the
“mapping triangle” of maps D(v → w), D(w → u), and D(v → u), and so on
for the whole ∆.

Example 15.9. Let us see a few examples of homotopy colimits, involving
some of those diagrams, which have previously appeared in the text.

(0) If D(v) is a point, for any v ∈ ∆(0), then hocolimD = ∆. We call such
a diagram point diagram over ∆.

(1) The homotopy colimit of the diagram from Example 15.2(1) is obtained
by attaching a cylinder X× [0, 1] to X by two ends, using idX as the attaching
map on one end, and using f as the attaching map on the other end, see first
space on Figure 15.3.

(2) The homotopy colimit of the diagram from Example 15.2(2) is precisely
the mapping cylinder of the map f , Mf .

(3) The homotopy colimit of the diagram from Example 15.2(3) is the mapping
cone of the map f , Conef , see the space in the middle of Figure 15.3.

(4) The homotopy colimit of the diagram in Example 15.2(4) consists of two
spaces X, Y , and a cylinder connecting the two copies of X ∩Y inside X and
Y with each other, see last space on Figure 15.3.

(5) Let X and Y be two given topological spaces and let us take another
diagram over the poset a < c > b: D(a) = X, D(b) = Y , D(c) = X ×
Y , and the morphisms are the standard projections. Then one can see that
hocolim (D) = X ∗ Y .

(6) Consider the diagram in Example 15.7. In this case, hocolimD is the
so called Borel construction: hocolimD = (X × EΓ )/G = X ×G EΓ . The
cohomology of this space is by definition equal to the equivariant cohomology
of X. In the special case, when X is just a point, we get hocolimD = BΓ ,
which is the classifying space of the group G, and whose cohomology is by
definition equal to the cohomology of the group G.

15.2.2 Structural maps associated to homotopy colimits

Let us now enrich the set of diagrams by introducing appropriate structure-
preserving maps.

Definition 15.10. Let D1 and D2 be two diagrams over the same trisp ∆.
A diagram map F : D1 → D2 is a collection of maps F(v) : D1(v)→ D2(v),
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X Y

X
X Y

Fig. 15.3. Examples of homotopy colimits.

for each v ∈ ∆(0), which commute with the arrow maps of diagrams, i.e., for
any v, w ∈ ∆(0), (v → w) ∈ ∆1, the following diagram commutes:

D1(v)
F(v)−−−−→ D2(v)

D1(v→w)

y
yD2(v→w)

D1(w)
F(w)−−−−→ D2(w)

(15.1)

We remark, that for a fixed trisp ∆, the diagrams of objects of any fixed
category over ∆, together with diagram maps, form a category.

For a diagram D over ∆ we have a base projection map:

proj = pb : hocolimD −→ hocolim D̃ = ∆,

induced by the diagram map D → D̃, where D̃ is the point diagram. In
general, a diagram map F : D1 → D2 induces a continuous map between the
corresponding homotopy colimits, hocolimF : hocolimD1 → hocolimD2,
induced by idσ ×F(v) : σ ×D1(v)→ σ ×D2(v).

Another structural map is the so called fiber projection:

pf : hocolimD −→ colimD,

which is induced by the map which simply forgets the first coordinate.
Let us see what these maps are for the diagrams of spaces considered in

Examples 15.9.

Example 15.11.

(0) For the diagram from Example 15.9(0), we see that the base projection
is just an identity map pb = id∆, whereas pf : hocolimD → ∗ is the trivial
map taking everything to a point.

(1) For the diagram from Example 15.9(1), we see that pb is the canonical
projection of the homotopy colimit to S1, whereas pf is the quotient map
which collapses each “string” along the attached cylinder to a point.

(2) For the diagram from Example 15.9(2), we see that pb is the canonical
projection of the mapping cylinder to an interval, whereas pf collapses the
mapping cylinder to its base space.
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(3) For the diagram from Example 15.9(3), we see that pb is the canonical
projection of the mapping cone onto interval, whereas pf collapses the actual
cone inside the mapping cone to a point, which is the same as to collapse the
image of X in Y to a point.

(4) For the diagram from Example 15.9(4), we see that pb is the projection
onto interval which can be thought of as schematically depicting the gluing
process, whereas pf collapses the cylinder so as to obtain X ∪ Y .

(5) For the diagram from Example 15.9(5), we see that pb is the canonical
projection of the join onto interval, whereas pf collapses everything to a point.

(6) For the diagram from Example 15.9(6), both projections are quotients
of the canonical product projections: namely, the maps X × EΓ → X and
X×EΓ → EΓ give rise to maps X×GEΓ → X/G and X×GEΓ → EΓ/G =
BΓ correspondingly.

15.3 Deforming homotopy colimits

It is now time to formalize an important property of homotopy colimits - their
flexibility with respect to homotopy type. It turns out that if the topological
spaces in a diagram are replaced by homotopy equivalent ones in a coherent
way (as a diagram map) then the homotopy type of the homotopy colimit
does not change.

Theorem 15.12. (Homotopy Lemma)
Let F : D1 → D2 be a diagram map between diagrams of spaces over ∆,
such that for each v ∈ ∆(0), the map F(v) : D1(v) → D2(v) is a homotopy
equivalence. Then the induced map hocolimF : hocolimD1 → hocolimD2

is a homotopy equivalence as well.

Proof. LetM be the diagram consisting of mapping cylinders derived from
F , i.e., for v ∈ ∆(0), we letM(v) = MF(v), and for v → w we letM(v → w) :
MF(v) → MF(w) to be the induced map given by the naturality1 of mapping
cylinders. It is not difficult to see that MhocolimF

∼= hocolimM. Indeed,
to start with, they both consist of the same two types of pieces: namely,
τ ×D2(v) and σ×D1(v)× I, where σ, τ ∈ ∆, and v ∈ ∆(0). Furthermore, one
can also verify directly that the identification maps are the same. We leave
this verification as an exercise.

It is obvious that MhocolimF deformation retracts onto hocolimD2, and
it remains to be checked that it also deformation retracts onto hocolimD1.
We shall construct this retraction by induction on dimension of the underlying
trisp ∆.

We start with dim∆ = 0. In this case, the space MhocolimF is simply
a disjoint union of several mapping cylinders, one for each vertex of ∆. Since

1 naturality means that the construction behaves well with respect to maps.
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for each v ∈ ∆(0) the map F(v) is a homotopy equivalence, we can apply the
Mapping Cylinder Retraction Corollary 7.16 to each one of these mapping
cylinders, and derive the necessary conclusion.

Assume now that dim∆ = n > 0. We already know by induction as-
sumption that the space Mn−1

hocolimF ∪ hocolimD1 deformation retracts onto
hocolimD1, where M

n−1
hocolimF denotes the part of the mapping cylinder lying

over the (n− 1)-th skeleton of ∆. Let X denote MhocolimF , and let A denote
Mn−1

hocolimF ∪ hocolimD1. We need to show that the space X deformation
retracts onto A.

Clearly, since retractions happen in separate cells, it is enough to consider
the case when ∆ is a single n-simplex. Let us denote this simplex 0 → 1 →
. . .→ n (with the indicated orientations), and let Ai = D1(i), Bi = D2(i), for
i = 0, . . . , n.

It is not difficult to see that the pair (X,A) is NDR, therefore it is enough
to show that the inclusion map A →֒ X is a homotopy equivalence. As we said,
A deformation retracts onto hocolimD1, which in turn, by the construction
of homotopy colimit, deformation retracts onto An. On the other hand, again
by the construction of homotopy colimit, the whole space X deformation
retracts onto the mapping cylinder of the map F(n) : An → Bn. Since F(n)
is a homotopy equivalence we conclude that An →֒ MF(n) is a homotopy
equivalence, which in turn implies that A →֒ X is a homotopy equivalence as
well. ⊓⊔

Remark 15.13. It may be worthwhile to explicitly mention the following spe-
cial case: when all the spaces D(v) in the diagram are contractible, then we
have a diagram map from D to the point diagram defined in Example 15.9(0).
It follows by Theorem 15.12 that the homotopy colimit of our diagram is
homotopy equivalent to the base trisp, with the homotopy equivalence given
by pb.

15.4 Nerves of coverings

15.4.1 Nerve diagram

When X is a topological space, we shall say that a family of sets {Xi}i∈I is
a covering of X, if

• Xi ⊆ X, for all i ∈ I;
• Xi 6= ∅, for all i ∈ I;
• ⋃

i∈I Xi = X.

We say that a covering has some specific property (such as open, locally finite,
etc.) if every set in the covering has this property. Another covering {Yj}j∈J
is called a refinement of {Xi}i∈I , if for every j ∈ J , there exists i ∈ I, so that
Yj ⊆ Xi.
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Definition 15.14. Let X be a topological space, and let U = {Xi}i∈I be a cov-
ering. The nerve of U is the abstract simplicial complex, denoted N (U), whose
set of vertices is given by I, and whose set of simplices is described as follows:
the finite subset S ∈ I gives a simplex of N (U) if and only if the intersection⋂
i∈S XI is nonempty.

We shall see later that under further conditions on the covering spaces Xi

and their intersections, there exists a close relationship between the topology
of the space X, and the topology of the nerve complex N (U).

Definition 15.15. Let X be a topological space, and let U = {Xi}i∈I be a cov-
ering of X. We define a diagram of spaces D over the space BdN (U) as
follows:

• D(S) = Xi1 ∩ · · · ∩Xik , for S ∈ N (U), S = {i1, . . . , ik};
• D(S1 → S2) : D(S1) →֒ D(S2) is inclusion map, for S1, S2 ∈ N (U),

S2 ⊂ S1.

We call D the nerve diagram of U .

The importance of the nerve diagram will come to fore in the rest of this
section.

15.4.2 Projection Lemma

It is easy to see that when X is a topological space, U = {Xi}i∈I is a covering
of X, and D is the nerve diagram of U , then colimD = X.

Definition 15.16. Let U = {Xi}i∈I be a locally finite open covering of X.
A partition of unity for U is a collection of continuous maps {ϕi}i∈I ,
ϕi : X → [0, 1], such that

(1) suppϕi ⊆ Xi, for all i ∈ I;
(2)

∑
i∈I ϕi(x) = 1, for all x ∈ X.

If U is not assumed to be locally finite, then we define a partition of
unity subordinate to U to be a partition of unity for some locally finite
refinement of U .

Note that the condition (2) in Definition 15.16 can always be weakened
in the following way: if we found functions {ϕi}i∈I , ϕi : X → [0, 1], such
that suppϕi ⊆ Xi, and the sum function

∑
i∈I ϕi(x) is nowhere zero, then,

dividing all these functions by
∑
i∈I ϕi(x), we achieve the normalization.

Definition 15.17. A topological space X is called paracompact if it is
Hausdorff, and every open covering {Xi}i∈I of X has a locally finite refine-
ment.

We cite the following theorem without proof.
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Theorem 15.18. (Existence of a partition of unity)
If X is paracompact, and U is an open covering of X, then there exists a par-
tition of unity which is subordinate to U . Moreover, if U is locally finite, then
there exists a partition of unity for U .

Perhaps a different name for our next result could have been “Lifting
Lemma”, since de facto the intersections get lifted over simplices of differ-
ent dimensions. However, we choose to adopt the current terminology in the
literature considering the projection map instead.

Theorem 15.19. (Projection Lemma)
Let X be a paracompact topological space, let U = {Xi}i∈I be a locally finite
open covering of X, and let D be the nerve diagram of U . Then the projection
map pf : hocolimD → colimD = X is a homotopy equivalence.

Remark 15.20. WhenX is a CW complex, the open covering in Theorem 15.19
may be replaced by a covering by subcomplexes. This is the formulation which
turns out to be most useful for combinatorial applications. More generally, it
works for coverings such that (X,Xi) is an NDR-pair, for all i ∈ I.

Proof of Projection Lemma. Choose a partition of unity {ϕi}i∈I for U . We
note, that in our situation, a point in hocolimD can be encoded as a pair
(α, β), where α is a point in the interior of some σ ∈ N (U) (if dimσ = 0
drop the word interior), σ = (i1, . . . , ik), and β ∈ Xi1 ∩ · · · ∩ Xik . So, the
preimage p−1

f (x) is the barycentric subdivision of a (k − 1)-simplex, when
x ∈ Xi1 ∩ · · · ∩Xik , and x /∈ Xi if i /∈ {i1, . . . , ik}.

Now, we define the map g : X → hocolimD as follows, for x ∈ X we set

g(x) :=

(∑

i∈I

ϕi(x)vi, x

)
,

where vi denotes the vertex of N (U) corresponding to Xi. Note, that g is
well-defined, since by definition of the partition of unity, if x /∈ Xi, then
ϕi(x) = 0.

g

hocolimD

A

B
A ∩B

Fig. 15.4. The Segal map and the linear deformation.
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By construction, we have fg = idX . Let us see that idhocolimD is ho-
motopic to gf . The homotopy is given by the linear deformation connecting(∑

i∈I λi(x)vi, x
)
with

(∑
i∈I ϕi(x)vi, x

)
, see Figure 15.4. We leave it as an ex-

ercise to verify that this gives a continuous deformation. ⊓⊔

15.4.3 Nerve Lemmas

In combinatorial situations it often turns out that the space which we consider
has a combinatorially motivated decomposition into simpler pieces. Often,
these pieces and all of their intersections have similar combinatorial structure
and can be analyzed by induction. This is one of the reasons for why the next
result is applied so often in Combinatorial Algebraic Topology.

Theorem 15.21. (Nerve Lemma)
If U is a finite open cover of X, such that every nonempty intersection of sets
in U is contractible, then X ≃ N (U).

Remark 15.22. If X is a CW complex, the Nerve Lemma holds for covers by
subcomplexes.

Proof of Nerve Lemma. Let D be the nerve diagram of U , and let D∗ be the
trivial diagram over BdN (U), i.e., all associated spaces are points. Consider
the unique diagram map F : D → D∗. Since all maps F(σ), for σ ∈ N (U) are
homotopy equivalences, we can conclude by Homotopy Lemma that also the
map hocolimF : hocolimD → hocolimD∗ is a homotopy equivalence.

Furthermore, by Projection Lemma the map pf : hocolimD → colimD
is a homotopy equivalence. Since colimD = X and hocolimD∗ = N (U), the
Nerve Lemma follows. ⊓⊔

As an application of Nerve Lemma, let us prove the topological equivalence
of the two product notions which we have so far defined for abstract simplicial
complexes.

Proposition 15.23. Let ∆1 and ∆2 be two arbitrary finite abstract simplicial
complexes, then the direct product ∆1 × ∆2 is homotopy equivalent to the
categorical product ∆1

∏
∆2.

Proof. For any two simplices σ1 ∈ ∆1, and σ2 ∈ ∆2, let σ1
∏
σ2 denote the

simplex of ∆1

∏
∆2 spanned by the set of vertices V (σ1)× V (σ2), cf. Defini-

tion 4.25. We see that when σ1, resp. σ2, ranges over all maximal simplices
of ∆1, resp. ∆2, the family {σ1

∏
σ2}σ1,σ2

is a simplicial subcomplex cover of
∆1

∏
∆2. Since

(
σ1
∏

σ2

)
∩
(
σ′
1

∏
σ′
2

)
= (σ1 ∩ σ′

1)
∏

(σ2 ∩ σ′
2) , (15.2)

and each σ1
∏
σ2 is contractible, we can use Theorem 15.21 and conclude that

∆1

∏
∆2 is homotopy equivalent to the nerve of this covering.
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On the other hand, when σ1, resp. σ2, ranges over all maximal simplices of
∆1, resp. ∆2, the family {σ1×σ2}σ1,σ2

is a CW subcomplex cover of ∆1×∆2.
Again, each σ1 × σ2 is contractible, and

(σ1 × σ2) ∩ (σ′
1 × σ′

2) = (σ1 ∩ σ′
1)× (σ2 ∩ σ′

2), (15.3)

therefore we can use Theorem 15.21 and conclude that ∆1 ×∆2 is homotopy
equivalent to the nerve of this covering.

The proposition follows now from the fact that the equations (15.2) and
(15.3) imply that the nerves of the two coverings which we have considered
are isomorphic to each other as abstract simplicial complexes. ⊓⊔

Sometimes, we do not know that the covering complexes and their inter-
sections are contractible. Instead, only partial information about their con-
nectivity can be extracted. The more general Nerve Lemma allows then to
draw a weaker assumption about the connectivity of the total space.

Theorem 15.24. (Generalized Nerve Lemma).
Let X be a simplicial complex, and let A = {Ai}ni=1 be a covering of X by its
subcomplexes. Assume that for some k ≥ −1, for every {i1, . . . , it} ⊆ [n], the
complex Ai1 ∩ · · · ∩ Ait is either empty or (k − t + 1)-connected. Then X is
k-connected if and only if N (A) is k-connected.

Proof. Passing on to barycentric subdivision we can always achieve that the
subcomplexes Ai are induced, i.e., for all i ∈ [n], we have Ai = X[Vi] =
X ∩ ∆Vi , where Vi is the set of vertices of Ai. The proof now proceeds by
deforming the complex X and the subcomplexes {Ai}ni=1.

Deformation Step. Choose an arbitrary m ∈ [n]. Replace X with X̃ =

X ∪∆Vm , and replace Ai with Ãi = Ai ∪∆Vm∩Vi , for all i ∈ [n].

We now prove several properties of this deformation.

(1) The family {Ãi}ni=1 is a covering of X̃.

Proof. We have X̃ = X ∪∆Vm = X ∪ Ãm = (
⋃n
i=1Ai) ∪ Ãm ⊆

⋃n
i=1 Ãi.

(2) The subcomplexes Ãi are induced.

Proof. This follows from the following calculation: X̃ ∩∆Vi =
(
X ∪∆Vm

)
∩

∆Vi = (X ∩∆Vi) ∪ (∆Vm ∩∆Vi) = Ai ∪∆Vm∩Vi = Ãi.

(3) The nerve of the covering does not change: N (A) = N (Ã).
Proof. The subcomplexes intersect if and only if their sets of vertices intersect.
We see that their sets of vertices do not change.

(4) The complex X̃ is k-connected if and only if X is k-connected.
Proof. We haveX∩∆Vm = Am, which is k-connected. So, ifX is k-connected,
then by Corollary 6.29, X̃ = X ∪∆Vm is k-connected as well.

Reversely, assume that X̃ = X∪∆Vm is k-connected, since X∩∆Vm = Am
is k-connected, we see that X is k-connected by Corollary 6.30.



15.5 Gluing spaces 271

(5) The conditions of the generalized Nerve Lemma are still satisfied, i.e., if

the intersection of t of the Ãi’s is nonempty, then it has to be (k − t + 1)-
connected.
Proof. We have the following verification:

Ãi1 ∩ · · · ∩ Ãit = X̃ ∩∆Vi1
∩···∩Vit =

(
X ∪∆Vm

)
∩∆Vi1

∩···∩Vit =
(
X ∩∆Vi1

∩···∩Vit

)
∪∆Vm∩Vi1

∩···∩Vit = (Ai1 ∩ · · · ∩Ait) ∪∆Vm∩Vi1
∩···∩Vit .

By our assumptions, Ai1 ∩ · · · ∩ Ait is (k − t + 1)-connected, whereas Ai1 ∩
· · · ∩ Ait ∩ ∆Vm∩Vi1

∩···∩Vit = Am ∩ Ai1 ∩ · · · ∩ Ait is (k − t)-connected. By
Corollary 6.29 we may conclude that Ãi1 ∩ · · · ∩ Ãit is (k − t+ 1)-connected.

Note that in particular, during such a deformation step, Am gets replaced
with the simplex Ãm = ∆Vm , and that if Ai was a simplex already then
Ãi = Ai ∪ ∆Vm∩Vi = ∆Vi is a simplex again. It follows, that applying this
deformation step n times if necessary we can produce the covering of the final
deformed space Xf by simplices. The statement now follows by the prop-
erty (4) coupled with the regular Nerve Lemma. ⊓⊔

15.5 Gluing spaces

15.5.1 Gluing Lemma

The next result shows that, if coherent, homotopy equivalences can be glued
together. We shall an explicit proof to illustrate the combined use of Projection
and Homotopy Lemmata.

Theorem 15.25. (Gluing Lemma)
Let A,B,C, and D, be topological spaces, such that A and B are open in A∪B,
and C and D are open in C∪D. Let furthermore f : A∪B → C∪D be a map
such that the restriction maps f |A : A → C, f |B : B → D, and f |A∩B :
A ∩ B → C ∩ D, are homotopy equivalences. Then f itself is a homotopy
equivalence.

Remark 15.26. The Gluing Lemma holds when A ∪ B and C ∪ D are CW
complexes, and A, B, C, and D are subcomplexes. More generally it holds for
cofibrations.

Remark 15.27. A straightforward argument allows one to generalize Theo-
rem 15.25 to the case of covering by finitely many spaces. Simply pro-
ceed by induction on the number of covering spaces, using the formula
An ∩ (A1 ∪ · · · ∪An−1) = (An ∩A1) ∪ · · · ∪ (An ∩An−1).

Proof of Gluing Lemma. If A ∩ B = C ∩ D = ∅, then the statement
is trivial, so assume these are non-empty. Let D1 be the nerve diagram of
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the covering of A ∪ B by A and B, and analogously, let D2 be the nerve
diagram of the covering of C ∪D by C and D. The continuous map f induces
a diagram map F : D1 → D2, and hence a map between homotopy colimits
hocolimF : hocolimD1 → hocolimD2. By the Homotopy Lemma the map
hocolimF is a homotopy equivalence.

Let s1 : colimD1 → hocolimD1 be the Segal map defined in the proof
of the Projection Lemma, where it was also shown that it is a homotopy
equivalence. Finally, the projection map pf : hocolimD2 → colimD2 is
a homotopy equivalence by the Projection Lemma and therefore we conclude
that the composition

pf ◦ hocolimF ◦ s1 : A ∪B = colimD1 → colimD2 = C ∪D,

is a homotopy equivalence. Tracing the definition of the Segal map we see that
the following diagram commutes

hocolimD1
hocolimF−−−−−−−→ hocolimD2

s1

x pf

y

A ∪B f−−−−→ C ∪D
i.e., that this composition map is actually equal to f . ⊓⊔

15.5.2 Quillen Lemma

As an application of the Gluing Lemma, let us prove the so-called Quillen
Lemma, which turned out to be a useful tool in Combinatorial Algebraic
Topology.

Theorem 15.28. (Quillen Lemma)
Let ϕ : P → Q be an order-preserving map, such that for any x ∈ Q the
complex ∆(ϕ−1(Q≥x)) is contractible. Then the induced map between the sim-
plicial complexes ∆(ϕ) : ∆(P )→ ∆(Q) is a homotopy equivalence.

Proof. We use induction on |Q|. If |minQ| = 1, then ϕ−1(Q≥x) = P , hence
∆(P ) is contractible, and therefore ∆(ϕ) : ∆(P ) → ∆(Q) is a homotopy
equivalence. Before we proceed with induction, let us verify a simple fact.

Fact. If A is a proper upper ideal in Q, then ϕ : ϕ−1(A) → A induces a ho-
motopy equivalence ∆(ϕ) : ∆(ϕ−1(A))→ ∆(A).

Proof of the Fact. For x ∈ A we have A≤x = Q≤x, therefore ∆(A≤x) =
∆(Q≤x) is contractible. The conditions of the Quillen Lemma are thereby
satisfied, and the fact follows by induction, since |A| < |Q|. ⊓⊔

Assume now that |Q| ≥ 2. Let x be a minimal element of Q. Since the
posets Q>x, Q≥x, and Q\{x} all are upper ideals in Q, we may conclude that
the maps ∆(ϕ) : ∆(ϕ−1(Q>x))→ ∆(Q>x), ∆(ϕ) : ∆(ϕ−1(Q≥x))→ ∆(Q≥x),
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and ∆(ϕ) : ∆(ϕ−1(Q \ {x})) → ∆(Q \ {x}) all are homotopy equivalences.
Since additionally we have

∆(ϕ−1(Q≥x)) ∩∆(ϕ−1(Q \ {x})) = ∆(ϕ−1(Q>x)),

∆(ϕ−1(Q≥x)) ∪∆(ϕ−1(Q \ {x})) = ∆(ϕ−1(Q)) = ∆(P ),

∆(Q≥x) ∩∆(Q \ {x}) = ∆(Q>x), and ∆(Q≥x) ∪∆(Q \ {x}) = ∆(Q),

we can apply the Gluing Lemma to conclude that ∆(ϕ) : ∆(P ) → ∆(Q)
a homotopy equivalence. ⊓⊔

15.6 Bibliographic notes

Homotopy colimits is a subject of several books and surveys. A classical source
is provided by [BoK72], see also [Vo73]. Probably the first use of homotopy
colimits in Combinatorics can be found in [ZZ93]. Our treatment of the general
theory in this chapter has an introductory character. We recommend [WZZ99]
for a more in-depth approach.

A good general reference on gluing spaces is the textbook [Hat02]. Several
arguments here are essentially borrowed form excellent research articles. For
example, the proof of the Projection Lemma, Theorem 15.19, is adopted from
[Se68], while our approach to the Generalized Nerve Lemma follows [BKL85].
The reader is invited to consult these sources for further details and the general
context.

Our treatment is self-contained with the exception of the standard The-
orem 15.18, whose proof can be found in many textbooks, see for example
[Bre93, Chapter I, Section 12].

Quillen Lemma has originally appeared in [Qu73] and [Qu78], with both
sources being well worth a further look.
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Spectral sequences

Spectral sequences constitute an important tool for concrete combinatorial
calculations of homology groups. In this chapter we shall give a short intro-
duction, which is aimed at setting up the notations, and at helping the reader
to develop the intuition. Our presentation will be purely algebraic, using the
topological picture only as a source for the algebraic gadgets.

The spectral sequence setup comes in two flavors: for homology and for
cohomology. For convenience and to suit our applications we shall only de-
scribe here the cohomology version. The homology is readily obtained by the
usual process of “inverting all arrows”.

16.1 Filtrations.

In concrete situations it can be difficult to compute the cohomology groups
of a cochain complex without using auxiliary constructions. The idea behind
spectral sequences is to break up this large task into smaller subtasks, with
the formal machinery to support the bookkeeping. This “break up” is usually
phrased in terms of a filtration.

Definition 16.1. A (finite) filtration on a cochain complex C = (C∗, ∂∗) is
a nested sequence of cochain complexes

Cj = · · · ∂
i−2

−→ Ci−1
j

∂i−1

−→ Cij
∂i

−→ Ci+1
j

∂i+1

−→ . . . ,

for j = 0, 1, 2, . . . , t, such that C = C0 ⊇ C1 ⊇ · · · ⊇ Ct−1 ⊇ Ct (that is why we
suppressed the lower index in the differential).

In general, infinite filtrations can be considered, but in this book we limit
ourselves to the finite ones. Given a filtration C = C0 ⊇ C1 ⊇ · · · ⊇ Ct, for the
convenience of notations we set C−1 = Ct+1 = 0.
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There are many standard filtrations of cochain complexes. For example,
if a cochain complex is bounded, say Ci = 0, for i < 0, or i > t, then, the
standard skeleton filtration is defined as follows:

Cij =

{
Ci, if i ≥ j;
0, otherwise.

This filtration turns out to be not very interesting, since computing the co-
homology groups with its help is canonically equivalent with computing the
cohomology groups from the cochain complex directly, thus nothing new is
gained from this approach.

For a CW complex X, a classical way to define a filtration on its cellular
cochain complex, is to choose a cell filtration on X, i.e., a sequence of cell
subcomplexes X = Xt ⊇ Xt−1 ⊇ · · · ⊇ X0 (again for the convenience of no-
tations, we set X−1 = ∅). The cellular cochain complexes Cj = C∗(X,Xj−1),
for j = 0, . . . , t + 1, form a sequence of nested cochain subcomplexes. Recall
that C∗(X,A) denotes the set of all functions which take value 0 on all cells
of A.

If the CW complex X is finite dimensional, then, taking Xi to be the i-
th skeleton of X, we recover the standard skeleton filtration on the cochain
groups C∗(X). A much more interesting situation is described in the following
definition.

Definition 16.2. Assume that we have a cell map ϕ : X → Y and a filtration
Y = Yt ⊇ Yt−1 ⊇ · · · ⊇ Y0. Define a filtration on X as follows: set Xi :=
ϕ−1(Yi), for i = 0, . . . , t. This filtration on X is called the pullback of the
filtration on Y along ϕ.

Of special interest is the pullback filtration of the topological skeleton
filtration on Y . A similar filtration arising from fiber bundles is called the
Leray-Serre filtration. We extend the use of this name to our more general
case, and we also use it for the corresponding filtration on the cellular cochain
complex of X.

16.2 Contriving spectral sequences

16.2.1 The objects to be constructed

Once we have fixed a filtration C = C0 ⊇ C1 ⊇ · · · ⊇ Ct, Ci = (C∗
i , ∂

∗), on
a cochain complex, we can proceed to compute its cohomology groups by
studying auxiliary algebraic gadgets derived from that filtration following the
blueprint which we now describe.

Namely, rather than working with the 1-dimensional cochain complex di-
rectly, we study a sequence of 2-dimensional tableaux E∗,∗

n , n = 0, 1, 2, . . . .
Recall, that initially our cochain complex had the usual differential, going
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one up in degree ∂∗ : C∗ → C∗+1. Here, each tableau E∗,∗
n is equipped with

an almost diagonal differential:

d∗,∗n : E∗,∗
n → E∗+n,∗+1−n

n .

One expresses this fact by saying that dn is a differential of bidegree (n,−n+
1). The reader may want to think of it as a “generalized knight move”, see
Figure 16.1.

p+ np

q + 1− n

q

dp,qn

Fig. 16.1. The differential of bidegree (n,−n+ 1).

Each subsequent differential dn is in a way derived from the original dif-
ferential ∂∗, and furthermore, E∗,∗

n+1 is the cohomology tableau of E∗,∗
n in the

appropriate sense. The idea is then to compute the tableaux E∗,∗
n one by one,

until they stabilize. The stabilized tableau is usually called E∗,∗
∞ .

We would like to alert the reader at this point that even after the tableau
E∗,∗

∞ is computed, it can still require additional work to determine the co-
homology groups of the original cochain complex. Surely, if R is a field, the
situation is easy. Namely one has

Hd(C) =
⊕

p+q=d

Ep,q∞ . (16.1)

However, if R is an arbitrary ring (for example R = Z), then one may need to
solve a number of extension problems before obtaining the final answer. This
has to do with the fact, that, as mentioned above, in a short exact sequence
of R-modules

0 −→ A
α−→ B

β−→ C −→ 0,

the R-module B does not necessarily split as a direct sum of the submodule
A and the quotient module C. We take a closer look at this question in
Subsection 16.2.3.
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16.2.2 The actual construction

Let us now describe more precisely how the tableaux E∗,∗
n and the differentials

dn are constructed. As auxiliary modules, for arbitrary p and q, we set

Zp,qn := Cp+qp ∩ (∂∗)−1
(
Cp+q+1
p+n

)
, (16.2)

where whenever S is a set, we use (∂∗)−1(S) to denote the set of all elements
whose coboundary belongs to S. Thus, Zp,qn is the set of all (p + q)-cochains
on level p or lower (i.e., with higher index), whose coboundary goes down to
the level p+ n, or lower. It may help the intuition to think of this as a set of
cochains which are “still cocycles at step n”.

Furthermore, for arbitrary p and q, we set

Bp,qn := Cp+qp ∩ ∂∗
(
Cp+q−1
p−n

)
, (16.3)

i.e., Bp,qn consists of all elements of Cp+qp which lie in the image of ∂∗ from

Cp+q−1
p−n . One may think of this as a set of cochains which are “already

coboundaries at step n + 1”. The discrepancy of 1 between the indexing of
the steps for cocycles and for coboundaries is the same as when one defines
the relative homology: one takes those whose boundary is one level down and
divides by boundaries of those at this level.

These are the settings for n ≥ 0. Finally, for n = −1, we use the following
convention:

Zp,q−1 := Cp+qp , and Bp,q−1 := ∂∗
(
Cp+q−1
p+1

)
.

Finally, we set

Zp,q∞ := Ker∂∗ ∩ Cp+qp , and Bp,q∞ := Im∂∗ ∩ Cp+qp .

Clearly, we have

Bp,q−1 ⊆ Bp,q0 ⊆ Bp,q1 ⊆ · · · ⊆ Bp,q∞ ⊆ Zp,q∞ ⊆ · · · ⊆ Zp,q1 ⊆ Zp,q0 ⊆ Zp,q−1 .

Let us check various identities. To start with, as a direct consequence of
the identity ∂∗ ◦ ∂∗ = 0, we have

∂∗(Zp,qn ) ⊆ Zp+n,q−n+1
n . (16.4)

Furthermore, since ∂∗(Zp+1,q−1
n−1 ) ⊆ Bp+n,q−n+1

n−1 and ∂∗(Bp,qn−1) = 0, we get

∂∗(Zp+1,q−1
n−1 +Bp,qn−1) ⊆ Zp+n+1,q−n

n−1 +Bp+n,q−n+1
n−1 . (16.5)

It is now time to define the tableau entries. These are given by certain
quotients as follows
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Ep,qn := Zp,qn

/(
Zp+1,q−1
n−1 +Bp,qn−1

)
, (16.6)

for all 0 ≤ n ≤ ∞. Again the analogy with the relative homology is in order:
we take those whose boundary is one level lower, the “relative cycles”, and
divide by those which are boundaries, plus those which are one level lower
themselves.

Inclusions (16.4) and (16.5) imply that the differential ∂∗ induces a map
from Ep,qn to Ep+n,q−n+1

n , via the quotient maps, which we choose to call dp,qn ,
or just dn, if it is clear what the indices p and q are. It seems reasonable to
call the map dn a differential as well.

One can view the tableau (E∗,∗
n , dn) as a collection of nearly diagonal

cochain complexes. This allows one to compute the cohomology groups, just
like for the usual cochain complexes, by setting

Hp,q(E∗,∗
n , dn) := Ker

(
Ep,qn

dn−→ Ep+n,q−n+1
n

)/
Im
(
Ep−n,q+n−1
n

dn−→ Ep,qn

)
.

In this context we can make the meaning of the words E∗,∗
n+1 is the cohomology

tableau of E∗,∗
n precise, namely we have

Ep,qn+1 = Hp,q (E∗,∗
n , dn) . (16.7)

One can verify equation (16.7) formally, using equation (16.6). For brevity,
we omit this verification, since it is not needed for our combinatorial compu-
tations. Instead we observe that the intuitive meaning of the identity (16.7)
is rather clear.

Indeed, passing from Ep,qn to Ep,qn+1 means expanding our scope of vision
by one level in each direction. That is we now look at those cochains whose
coboundary lies (modulo lower coboundaries) n + 1 levels down, this is one
deeper than before, and divide out those which are discovered to be boundaries
when we look n levels up, again this is one more than previously. This, on
the other hand, is precisely what one does when computing the cohomology
groups of this “knight move” skew cochain complex.

It could be instructive to unwind these definitions for some special cases.
Let us start with n = 0. It follows from our conventions for n = −1, that

Ep,q0 =
(
Cp+qp ∩ (∂∗)−1

(
Cp+q+1
p

))/(
Cp+qp+1 + ∂∗

(
Cp+q−1
p+1

))
=

= Cp+qp

/
Cp+qp+1 . (16.8)

Furthermore, the differential ∂∗ : Cp+qp → Cp+q+1
p induces the differential

d0 : Ep,q0 → Ep,q+1
0 , which is nothing else but the differential of the relative

cochain complex (Cp, Cp+1). By the equation (16.7), this yields

Ep,q1 = Hp+q(Cp, Cp+1). (16.9)

Moreover, in the case t = 1, i.e., when the filtration consists of choosing
a single cochain subcomplex, one can show that the only nontrivial differential
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d0,q1 : E0,q
1 −→ E1,q

1 is, in fact, nothing but the connecting homomorphism
∂∗ : Hq(C0, C1) −→ Hq+1(C1) in the long exact sequence associated to the
pair of cochain complexes (C0, C1).

Usually, unless some additional specific information is available, it is hard
to say what happens in the tableaux for n ≥ 2. The important thing is that
with the setup above, the spectral sequence runs its course and eventually
converges (modulo the extension difficulties outlined above) to the cohomology
groups of the original cochain complex.

16.2.3 Questions of convergence and interpretation of the answer

There are two important questions associated with general spectral sequences:
the question of convergence - when does the process terminate?, and the ques-
tion of interpretation of the final tableau - what shall one do to extract the
cohomology groups out from the final tableau?

The first question is not of much concern if one assumes, as we do, that
the filtration is finite. In our case the non-zero entries are all concentrated to
a finite rectangle, so, once n grows large, the differentials will not fit into the
rectangle anymore, and so will not cause any further changes. We will end up
with the stable tableau which is denoted by E∗,∗

∞ .
The entries of this tableau are Ep,q∞ = Zp,q∞ /(Zp+1,q−1

∞ +Bp,q∞ ). These filter
the cohomology of the original cochain complex as follows:

Ep,q∞ = F pHp+q(C, ∂∗)/F p+1Hp+q(C, ∂∗), (16.10)

where we set F pH∗(C, ∂∗) := Imι∗, for the inclusion map ι : Cp →֒ C. This
means that if we are working over a field, then the cohomology H∗(C, ∂∗)
can be recovered as a direct sum (16.1). Otherwise, one can proceed as fol-
lows. Fix the dimension d = p + q, and consider all Ep,q∞ with p + q = d
and p = 0, . . . , t. By (16.10) we have Et,q∞ = F tHd(C, ∂∗), and Et−1,q

∞ =
F t−1Hd(C, ∂∗)/F tHd(C, ∂∗). This means that we can find F t−1Hd(C, ∂∗) by
solving the extension problem

0 −→ Et−1,q
∞ −→ F t−1Hd(C, ∂∗) −→ Et,q∞ −→ 0.

Inductively, solving further extension problems for lower values of p, we
shall eventually compute Hd(C, ∂∗).

16.2.4 An example

Let us illustrate how a typical computation may run on a simple example.
Let X be the CW complex shown on Figure 16.2, which is homeomorphic to
RP2. The arrows indicate the cell orientations.

Consider the subcomplex filtration X = X2 ⊂ X1 ⊂ X0, where X0 =
{x, y}, and X1 = {x, y, a}. Then we have
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x

aa

b

c

y

x

∆2

∆1

Fig. 16.2. A cell subdivision of the real projective plane.

C∗(X) = Z2 → Z3 → Z2,
C∗(X,X0) = 0 → Z3 → Z2,
C∗(X,X1) = 0 → Z2 → Z2.

The 4 consecutive tableaux are shown on Figures 16.3, 16.4, 16.5, and 16.6,
where as usual for a cell σ we use σ∗ to denote the cochain which evaluates to
1 on σ, and to 0 on all other cells. We conclude that, as expected, H0(X) = Z,
H1(X) = 0, and H2(X) = Z2.

q
p

〈x∗, y∗〉

0 0

0 21

〈a∗〉 〈∆∗
1, ∆

∗
2〉

〈b∗, c∗〉

0

−1

d0
b∗ 7→ ∆∗

1 −∆∗
2

c∗ 7→ ∆∗
1 −∆∗

2

Fig. 16.3. The E∗,∗
0 -tableau.

16.3 Maps between spectral sequences

Sometimes instead of understanding the spectral sequence of the cochain com-
plex of interest, one succeeds in analyzing the one which is in some sense close
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q
p

〈x∗, y∗〉

0 0

0 21

〈a∗〉 〈∆∗
1〉

〈b∗ − c∗〉

0

−1

d1 d1

x∗ 7→ 0 a∗ 7→ −2∆∗
1

y∗ 7→ 0

Fig. 16.4. The E∗,∗
1 -tableau.

q
p

〈x∗, y∗〉

0 0

0 21

〈∆∗
1〉/〈2∆∗

1〉

〈b∗ − c∗〉

0

−1

0

d2

x∗ 7→ b∗ − c∗
y∗ 7→ c∗ − b∗

Fig. 16.5. The E∗,∗
2 -tableau.

to it. The question of comparing spectral sequences arises naturally in that
context.

Definition 16.3. A morphism between spectral sequences (E∗,∗
∗ , d∗)

and (Ẽ∗,∗
∗ , d̃∗) is a collection of homomorphisms {fp,qn }n,p,q, fp,qn : Ep,qn →

Ẽp,qn , which commute with the tableau differentials,i.e., f∗,∗n ◦ dn = d̃n ◦ f∗,∗n ,
and each f∗,∗n+1 is as a map on cohomology of “knight-move” cochain complexes,
induced by f∗,∗n .

In fact one can show that spectral sequences together with morphisms
between them form a category.

The standard situation where a morphism between spectral sequences
arises is when we have a map between the underlying CW complexes, which
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q
p

〈x∗ − y∗〉

0 0

0 21

〈∆∗
1〉/〈2∆∗

1〉

0

0

−1

0

Fig. 16.6. The E∗,∗
3 -tableau.

respects filtration, i.e., for two filtered CW complexes

X = Xt ⊇ Xt−1 ⊇ · · · ⊇ X0, and X̃ = X̃t ⊇ X̃t−1 ⊇ · · · ⊇ X̃0

we have a cellular map ϕ : X → X̃, such that ϕ(Xi) ⊆ X̃i, for all i. This in
full analogy with the fact that a map of pairs induces a homomorphism of the
corresponding long exact sequences.

Theorem 16.4.
(1) A cellular map between filtered CW complexes which respects the filtration
induces a morphism between the spectral sequences which are defined by these
filtrations.
(2) If for some n, all the homomorphisms f∗,∗n are isomorphisms, then the
homomorphisms f∗,∗s are isomorphisms for all s ≥ n, including s = ∞.
Furthermore, the map induces an isomorphism of the cohomology groups
H∗(X) ∼= H∗(X̃).

Again, for the sake of brevity, we omit the proof of Theorem 16.4. The
required argument is fairly straightforward, and the only part which requires
a little bit of work is the very last statement. This can be done by the repeated
use of Five-lemma.

16.4 Spectral sequences and nerves of acyclic categories

16.4.1 A class of filtrations.

Let nowK be a finite acyclic category. We would like to describe a special class
of filtrations on the cochain complex C∗(∆(K)). In order to construct such
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a filtration one needs to choose the following data: an induced subcategory K,
which we call J , and a function f : J −→ N, such that f(x) 6= f(y) whenever
there is a morphism between x and y, in other words the preimage of each
element in N is requested to form an antichain in J . The most frequent choices
of the function f are the rank function on J (when it exists) and an arbitrary
linear extension of J . The choice of J itself is more subtle and usually depends
heavily on the combinatorial description of the acyclic category K.

Having chosen the subcategory J and the function f , let us now first define
an increasing filtration on the regular trisp ∆(K). Let Γ = a0

m1−→ a1
m2−→

· · · mk−→ ak be a composable morphism chain (not necessarily maximal) in K.
Define the pivot of Γ , piv(Γ ), to be the object in Γ ∩ J where the highest
value of the function f is attained. Furthermore, we call this highest value
the weight of Γ , and denote it by ω(Γ ), in other words ω(Γ ) := f(piv(Γ )).
By construction, we know that f takes different values on different elements
in Γ ∩ J , and hence the notion of pivot and its weight is well defined. If
Γ ∩ J = ∅, we say that the chain Γ has weight 0. This assignment of weights
gives us a filtration of the regular trisp ∆(K) as follows: for all k ≥ 0 and
i ≥ 0 we set ∆i := ∆(Ki), where Ki is the full subcategory of K consisting
of all elements of weight ≤ i. For convenience, we also set ∆−1 := ∅. Clearly,
we have ∆−1 ⊆ ∆0 ⊆ ∆1 ⊆ · · · ⊆ ∆t, where t is the maximal value attained
by the function f .

By definition of the nerve of an acyclic category, the differential skips one
of the objects of the composable morphism chain. Omitting an object other
than the pivot does not alter the weight of this chain, while omitting the
pivot turns another element into the new pivot, on which f takes a lower
value than on piv(Γ ), thus the resulting chain has a strictly lower weight.
Hence ∂∗(∆i) ⊆ ∆i, i.e., the differential operator ∂∗ respects the filtration.

Now we set Cj := C∗(X,Xj−1) to get a filtration on the cochain complex
C∗(∆(K)) = C0 ⊇ C1 ⊇ · · · ⊇ Ct = 0. The following general fact helps us
understand the first tableau of the corresponding spectral sequence.

Fact. Assume that X is a regular trisp, and that Y is a subtrisp of X, such
that the vertices in X \ Y have no edges in between them. Then we have

C∗(X,Y ) =
l⊕

i=1

C∗−1(lkXvi), (16.11)

where {v1, . . . , vl} is the set of the vertices in X \ Y , and the notation ∗ − 1
is used to indicate a shift (in this case by one) in indexing.

For a ∈ J , we let Sa to be the induced subcategory of C with the set of
objects (K \J)∪{b ∈ J | f(b) < f(a)}. Since the objects of J which are added
to the complex in the same filtration step form an antichain, we can use the
general fact above and derive

Ep,q1 = Hp+q(Cp, Cp+1) =
⊕

a∈f−1(p)

Hp+q−1(lk∆(Sa)a), (16.12)
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for p ≥ 1. For p = 0 we simply have

E0,q
1 = Hq(∆(K \ J)). (16.13)

In the next subsection we will see that one can in general relate the Möbius
function in an acyclic category to the values of the tableau entries in a spectral
sequence computing the cohomology groups of the associated nerve. Here,
Proposition 16.5 specializes to

µK(s) = µK\J(s) +
∑

a∈J

µSa
(m1) · µSa

(m2), (16.14)

wherem1 is the unique morphism from a to s, and m2 is the unique morphism
from t to a.

Let us now consider several special cases of the construction above. First,
assume that P is a lattice. Let x be any element of P̄ , and set J := P̄ \ P̄≥x.
Finally, let f to be an arbitrary order-preserving function on J ∪ {0̂}. Then
the equation (16.14) gives Weisner’s theorem, which says that

µP (0̂, 1̂) = −
∑

a∨x=1̂

µP (0̂, a). (16.15)

Another standard special case is when P is a poset, J is a lower ideal in
P , and f is an order-preserving function. In this case, the formula (16.12)
specializes to

Ep,q1 =
⊕

a∈f−1(p)

Hp+q−1(∆(P<a) ∗∆(P>a ∩ (P \ J))). (16.16)

Finally, let us take P to be a ranked poset, and let us choose J = P̄ and
f(x) = rk (x). In this case equations (16.16) and (16.13) specialize to

Ep,q1 =
⊕

rk (a)=p

Hp+q−1(∆(P<a)).

We can read off the so-called Whitney cohomology groups of P from the
E∗,∗

1 -tableau:

W d(P ):=
⊕

p+q=d

Ep,q1 =
⊕

a∈P

H̃d−1(∆(P<a)), for d ∈ Z.

16.4.2 Möbius function and inequalities for Betti numbers

In this subsection we restrict ourselves to the field coefficients. The homology
and cohomology spectral sequences are then just the duals of each other. We
formulate the results using cohomology.

When specializing to a spectral sequence for the cohomology of the nerve
of an acyclic category, we immediately observe that its Möbius function can
be read off from the E∗,∗

n -tableau, for any non-negative integer n.
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Proposition 16.5. Let C be a finite acyclic category with a terminal object t
and initial object s, and let (E∗,∗

n )∞n=0 be a spectral sequence converging to the
cohomology of ∆(C̄). Then, for any n we have

µC(s) =
∑

p,q∈Z

(−1)p+qrkEp,qn − 1. (16.17)

Proof. For arbitrary n, we define the Euler characteristic χ(E∗,∗
n ) to be the

sum
∑
p,q∈Z(−1)p+qrkEp,qn . By (16.7), we know that Ep,qn+1 = Hp,q (E∗,∗

n , dn),
and hence, fixing p+ q and using Euler-Poincare formula, we get

∑

p+q=d

(−1)drkEp,qn =
∑

p+q=d

(−1)drkEp,qn+1,

for all d. Summing over all d, we obtain the equality χ(E∗,∗
n ) = χ(E∗,∗

n+1), for
all n.

Furthermore, since χ(E∗,∗
∞ ) = χ(∆(C̄)), we get χ(E∗,∗

n ) = χ(∆(C̄)), for
all n. Finally, Theorem 10.26 says that µC(s) = χ̃(∆(C)), and so formula
(16.17) follows. ⊓⊔

As we have seen earlier, formula (16.17) specializes to several well-known
formulae for Möbius function computations, once the spectral sequence is
specified.

Before the proof of the next proposition let us recall the following useful
fact from Group Theory.

Fact. If G is an abelian group and H is a subgroup of G, then rk (G) =
rk (H) + rk (G/H).

This fact is fairly standard and we shall not give an argument here.

Proposition 16.6. Let C be a finite acyclic category, and let (E∗,∗
n )∞n=0 be

a spectral sequence converging to H∗(∆(C)). If for some n, we happen to
have Enp,q = 0, for all p, q ∈ Z such that p+ q = d, then we can conclude that
Hd(∆(C)) = 0.

Furthermore, for any d and for any n we have

βd(∆(C)) ≤
∑

p+q=d

rkEp,qn , (16.18)

and

βd(∆(C))− βd−1(∆(C))− βd+1(∆(C)) ≥
≥
∑

p+q=d

rkEp,qn −
∑

p+q=d−1

rkEp,qn −
∑

p+q=d+1

rkEp,qn . (16.19)

Proof. From the identity (16.7) we can conclude that rkEp,qn+1 ≤ rkEp,qn ,
for all p, q, and n. Hence Ep,qn = 0 would imply Ep,qn+1 = 0, and so the first
statement of the proposition follows. Furthermore, we have
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βd(∆(C)) = rkHd(∆(C)) =
∑

p+q=d

rkEp,q∞ ≤
∑

p+q=d

rkEp,qn ,

for all d and all n.
We shall now prove the inequality (16.19). Let us fix d and n, and let

us denote d0 = dn|Ep−2n,q+2n−1
n

, d1 = dn|Ep−n,q+n−1
n

, d2 = dn|Ep,q
n

, and d3 =
dn|Ep+n,q−n+1

n
, then we have the following cochain complex

. . . −→ Ep−2n,q+2n−1
n

d0−→ Ep−n,q+n−1
n

d1−→ Ep,qn
d2−→

d2−→ Ep+n,q−n+1
n

d3−→ Ep+2n,q−2n+2
n −→ . . . (16.20)

From (16.7) we know that Ep,qn+1 = Kerd2

/
Imd1, E

p−n,q+n−1
n+1 = Kerd1

/
Imd0,

and Ep+n,q−n+1
n+1 = Kerd3

/
Imd2, hence we have

rkEp,qn+1 − rkEp−n,q+n−1
n+1 − rkEp+n,q−n+1

n+1 =

= (rkKerd2 − rk Imd1)− (rkKerd1 − rk Imd0)− (rkKerd3 − rk Imd2) =

= (rkKerd2 + rk Imd2)− (rkKerd1 + rk Imd1)− (rkKerd3 + rk Imd3)+

+ rk Imd0 + rk Imd3 ≥ rkEp,qn − rkEp−n,q+n−1
n − rkEp+n,q−n+1

n . (16.21)

Summing inequalities (16.21) over all pairs (p, q), such that p+ q = d, we
obtain

∑

p+q=d

rkEp,qn −
∑

p+q=d−1

rkEp,qn −
∑

p+q=d+1

rkEp,qn ≤

≤
∑

p+q=d

rkEp,qn+1 −
∑

p+q=d−1

rkEp,qn+1 −
∑

p+q=d+1

rkEp,qn+1, (16.22)

hence using formula (16.7) we get

βd(∆(C))− βd−1(∆(C))− βd+1(∆(C)) =

=
∑

p+q=d

rkEp,q∞ −
∑

p+q=d−1

rkEp,q∞ −
∑

p+q=d+1

rkEp,q∞ ≥

≥
∑

p+q=d

rkEp,qn −
∑

p+q=d−1

rkEp,qn −
∑

p+q=d+1

rkEp,qn . (16.23)

This finishes the proof. ⊓⊔
When we are dealing with the nerve of a lattice, this additional structure is

sufficient to make a stronger statement about the Betti numbers of its nerve.

Theorem 16.7. Let P be a finite lattice, x an atom in P . Then the following
inequalities hold:
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βk(0̂, 1̂) ≤
∑

y∨x=1̂

βk−1(0̂, y), (16.24)

∑

y∨x=1̂

(βk−1(0̂, y)− βk−2(0̂, y)− βk(0̂, y)) ≤

≤ βk(0̂, 1̂)− βk−1(0̂, 1̂)− βk+1(0̂, 1̂). (16.25)

In particular, if βk−2(0̂, y) = βk(0̂, y) = 0, for all y ∈ P , such that y ∨ x = 1̂,
then

βk(0̂, 1̂) =
∑

y∨x=1̂

βk−1(0̂, y).

Proof. Let J = P̄ \ P̄≥x and let x1, . . . , xk be any linear extension of J .
Consider the spectral sequence E which is associated to the ideal J , where we
filtrate using the given linear extension of J . Observe first that P̄ \ J = P̄≥x

is contractible. Also, for any a ∈ J , we have (a, 1̂) ∩ (P̄ \ J) = (a, 1̂) ∩ P̄≥x =
P̄≥x∨a.

This means that (a, 1̂)∩ (P̄ \ J) is contractible (actually a cone with apex
x ∨ a) unless x ∨ a = 1̂. When x ∨ a = 1̂ we get (a, 1̂) ∩ (P̄ \ J) = ∅. So, using
formulae (16.13) and (16.16), we obtain

Ep,q1 =

{
Hp+q−1(∆(P<xp

)), if xp ∨ x = 1̂;

0, otherwise.

The inequalities (16.24) and (16.25) follow from inequalities (16.18) and
(16.19). ⊓⊔

16.5 Bibliographic notes

The existing literature on spectral sequences is rich, and our introduction here
is just the tip of the iceberg. We encourage the interested reader to consult
some of these excellent sources, e.g., [FFG86, McC01], for further reading. In
particular, the verification of the equation (16.7) can be found in [McC01,
Section 2.2]. Furthermore, we refer to [McC01, Section 3.1] for the complete
proof of Theorem 16.4.

The material of Section 16.4 is inspired by [Ko01]. The new contribution
of the current presentation is doing everything in the generality of acyclic
categories. We also phrase everything in terms of cohomology instead of ho-
mology.

There are several papers which use the approach of Section 16.4. For ex-
ample in [FK00] the case P = Dn,k, where Dn,k is the intersection lattice
of the k-equal arrangement of type D, has been considered. In this situation
it turned out to be appropriate to take J to be the set of all the elements
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without unbalanced component. Phil Hanlon, in [Han91], considers the case
when J is a lower order ideal and f is the rank function (he considers pure
posets only).

The uniform treatment of general formulae in Section 16.4 has many
specializations within Combinatorics. For example, special cases of formula
(16.14) can be found [Sta97]. For more information on Weisner’s theorem it-
self the reader may want to consult [Sta97, Corollary 3.9.3]. Baclawski has
introduced in [Bac75] Whitney homology groups of a poset P - these are dual
to the Whitney cohomology groups from Subsection 16.4.1.

Finally, we mention for the sake of completeness, that the reader who is
interested in a proof of the fact that, whenever G is an abelian group and H
its subgroup, one has rk (G) = rk (H) + rk (G/H), may for example consult
[KM79, exercise 7.2.2.].





Part III

Complexes of graph homomorphisms





17

Chromatic numbers and Kneser Conjecture

As mentioned in the introduction, one of the main themes of Combinatorial
Algebraic Topology is to study problems on the borderline between Discrete
Mathematics and Algebraic Topology, whose solutions benefit from the inter-
action of the two fields. Usually, this implies constructing a topological space
starting with a discrete object as an input, or, reversely, providing a discrete
model for an already existing geometric or topological setting.

In this part of the book we describe a topological approach to the classical
problem of vertex-colorings in graphs, which roughly can be summarized by
the following scheme:

Graph G −→ Topological space X(G)

↓

Combinatorial ←− Topological
properties of G properties of X(G)

17.1 The chromatic number of a graph

17.1.1 The definition and applications

To keep this part as self-contained as possible, we repeat some of our con-
ventions. In our considerations all the graphs are undirected, unless explicitly
stated otherwise. We do not allow multiple edges, but we do allow the loops.

For a graph G, V (G) denotes the set of its vertices, and E(G) denotes the
set of its edges. If convenient, we think of E(G) as a Z2-equivariant subset of
V (G)× V (G), where Z2 acts on V (G)× V (G) by switching the coordinates:
(x, y) 7→ (y, x).
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Definition 17.1. Let G be a graph. A vertex-coloring of G is a set map
c : V (G)→ S such that (x, y) ∈ E(G) implies c(x) 6= c(y).

Clearly, a vertex coloring exists if and only if G has no loops.

Definition 17.2. The chromatic number of G, χ(G), is the minimal car-
dinality of a set S, such that there exists a vertex-coloring c : V (G)→ S.

If G has loops, we use the convention χ(G) =∞.
The literature devoted to the applications of computing the chromatic

number of a graph is very extensive. Two of the basic applications are the
frequency assignment problem and the task scheduling problem.

The first one concerns a collection of transmitters, with certain pairs of
transmitters required to have different frequencies (e.g., because they are too
close). Clearly, the minimal number of frequencies required for such an assign-
ment is precisely the chromatic number of the graph, whose vertices corre-
spond to the transmitters, with two connected by an edge if and only if they
are requested to have different frequencies.

The second problem concerns a collection of tasks which need to be per-
formed. Each task has to be performed exactly once, and the tasks are to be
performed in regularly allocated slots (e.g., hours). The only constraint is that
certain tasks cannot be performed simultaneously. Again, the minimal num-
ber of slots required for the task scheduling is equal to the chromatic number
of the graph, whose vertices correspond to tasks, with two vertices connected
by an edge if and only if the corresponding tasks cannot be performed simul-
taneously.

17.1.2 The complexity of computing the chromatic number

The problem of computing the chromatic number of a graph is NP-complete,
implying that the worst-case performance of any algorithm is, most likely,
exponential in the number of vertices. In fact, several seemingly much more
special problems are NP-complete as well. Two examples are the problem
of deciding whether a given planar graph is 3-colorable, and the problem of
finding a coloring with 4 colors for a 3-colorable graph.

On the positive side, deciding whether χ(G) = 2 (i.e., whether the graph is
bipartite) is computationally much easier - the plain depth-first search yields
O(|V (G)| + |E(G)|) performance time. Also, one can 4-color a planar graph
in polynomial (in fact quadratic) time.

In the general case, however, the picture remains bleak even if we switch
to considering approximations. For example, it is known that if a polynomial
time approximate algorithm for graph coloring exists (in the precise formu-
lation, meaning that the output of the algorithm does not differ by more
than a constant factor, which is smaller than 2, from the actual value of the
chromatic number), then there exists a polynomial time algorithm for graph
coloring, which, of course, is not very likely.
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Much of of the same can be said about running tests to yield lower bounds
for the chromatic number. Even the most immediate one - computing the
clique number, is not good, since this is an NP-complete problem as well. The
existence of cliques of a fixed size can be decided in polynomial time, but does
not provide a very interesting test.

The original Lovász test, which was based on computing the connectivity
of a certain abstract simplicial complex associated to the graph in question,
also has high computational complexity, since determining the triviality of the
homotopy groups is an extremely hard problem, even in low dimensions.

It is then a positive surprise, that the tests based on the Stiefel-Whitney
characteristic classes are polynomially computable, if we fix the test graph
and the tested dimension and consider the computational complexity with
respect to the number of vertices.

17.1.3 The Hadwiger Conjecture

A special place in the theory of vertex-colorings of a graph is occupied by
the so-called Four-Color Problem - the question whether it is true or not that
every pair of countries, which share a (non-point) boundary segment, receive
different colors. Let us show the weaker Five-Color Theorem. Before we can
prove it, we need a standard fact, which is a special case of the Euler-Poincaré
formula.

Theorem 17.3. Let G be a non-empty finite connected graph, drawn in
a plane without self-intersections. Let R(G) denote the set of the regions into
which the plane is divided. Then we have the following formula:

|V (G)|+ |R(G)| − |E(G)| = 2. (17.1)

Proof. We shall prove (17.1) by induction on the number of edges in G. If G
has no edges, then, since G is connected, |V (G)| = 1 and |R(G)| = 1, hence
the formula (17.1) follows.

Assume now that we have at least one edge. IfG has no cycles (in particular
no loops), then G is a tree. It is then well-known, that in this case, |V (G)| =
|E(G)|+ 1. Since also |R(G)| = 1, we get (17.1).

If G has a cycle (for example, if some vertex has a loop), let e be an
arbitrary edge of this cycle. Consider the graphG′ obtained fromG by deleting
e. Since e is a part of a cycle, the graph G′ is again connected. Furthermore,
we have V (G) = V (G′) and |G′| = |G|−1. Finally, by Jordan Curve Theorem,
the edge e borders two different regions, which are merged when e is removed,
thus |R(G′)| = |R(G)|−1, and (17.1) follows by the induction hypothesis. ⊓⊔

Lemma 17.4. An arbitrary planar simple graph G has a vertex with valency
at most 5.



296 17 Chromatic numbers and Kneser Conjecture

Proof. Assume the contrary. Then, we have 2|E(G)| = ∑
x∈V (G) val(x) ≥∑

x∈V (G) 6 = 6|V (G)|. Also, since the graph is simple, every region is bound

by at least 3 edges, so the double-counting of incidences (edge,region) gives
2|E(G)| = ∑

r∈R(G) s(r) ≥
∑
r∈R(G) 3 = 3|R(G)|, where s(r) denotes the

number of bounding edges of the region r. Summarizing, we get

|E(G)| = |E(G)|/3 + 2|E(G)|/3 ≥ |V (G)|+ |R(G)|,

which contradicts the formula (17.1). ⊓⊔

Theorem 17.5. (Five-Color Theorem).
Every loopless planar graph is five colorable

Proof. Let G be the graph under consideration. Since having multiple edges
does not change the chromatic number we can assume that G is a simple
graph.

According to Lemma 17.4, there exists a vertex x of G with valency at
most 5. If the valency of x is at most 4, then, we can color G − x by the
induction hypothesis with at most 5 colors, and then color x with whichever
color was not used for one of its neighbors.

So we can assume that the valency of x is exactly 5. If there exists a coloring
of G− x with at most 5 colors, such that not all neighbors of x have different
colors, then we can again color x with whichever color was not used for one
of its neighbors.

e

a

d c

b
x

Cp

Fig. 17.1. Finding a color-alternating path.

Consider now a 5-coloring of G−x, with all neighbors of x having different
colors. Let a, b, c, d, e index the neighbors of x in a clockwise order, starting
from an arbitrary neighbor, and assume these are colored with colors 1, 2, 3,
4, and 5 respectively. Let C be the maximal induced subgraph of G satisfying
the following conditions:
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• C is connected;
• C contains the vertex a;
• all vertices C are colored either with color 1 or with color 3 (in particular,

C is bipartite).

If we re-color all the vertices of C simultaneously, by swapping the colors 1
and 3, then we obtain a new vertex-coloring of G. If c does not belong to C,
then such a re-coloring will produce a 5-coloring of G, such that vertices a
and c have the color 3, hence we can color the vertex x with the color 1.

Assume now that c belongs to C. Let D be the maximal induced subgraph
of G defined in way identical to how we defined C, with the difference being
that we start with the vertex b instead of a, and follow the colors 2 and 4
instead of the colors 1 and 3. Again, if the vertex d does not belong to D,
then we re-color D by swapping colors 2 and 4 and then color x with the
color 2.

Finally, assume d belongs to D. Take an arbitrary non-self-intersecting
path p connecting a and c without going through x, together with the edges
(a, x) and (c, x). This is a non-self-intersecting loop l. Vertices b and d lie
on different sides of this loop, thus, by the Jordan Curve Theorem, any path
connecting them should cross l. But, we can find a path p̃ connecting b and
d inside D, so, we obtain a contradiction, since the paths p and p̃ are colored
with different colors sets, therefore they cannot intersect. ⊓⊔

As a result of various contributions, the Four-Color Theorem was reduced
to the analysis of the large, but finite set of “unavoidable” configurations.
Following that, the original conjecture has been proved 1976 by Appel &
Haken, using extensive computer computations. A new, shorter and more
structural proof (though still relying on computers) has been obtained only
rather recently in 1997 by Robertson, Sanders, Seymour & Thomas. The usual
way to formulate this theorem is to dualize the map to obtain a planar graph,
coloring vertices instead of the countries.

Theorem 17.6. (The Four-Color Theorem).
Every loopless planar graph is four colorable.

In 1943, Hadwiger stated a conjecture closely related to the Four-Color
Theorem. Recall that a graph H is called a minor of another graph G, if H
can be obtained from a subgraph of G by a sequence of edge-contractions.

Conjecture 17.7. (Hadwiger Conjecture).
For every positive integer t, if a loopless graph has no Kt+1 minor, then it has
a t-coloring, in other words, every graph G has Kχ(G) as its minor.

The Hadwiger Conjecture is trivial for H(G) = 1, as K1 is a minor of any
graph. For χ(G) = 2 it just says that K2 is a minor of an arbitrary graph
containing an edge. If χ(G) = 3, then G contains an odd cycle, in particular it
has K3 as a minor. Currently, the Hadwiger conjecture is proved for χ(G) ≤ 5.
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17.2 State graphs and the variations of the chromatic
number

17.2.1 Complete graphs as state graphs

Clearly, for any two positive integers m and n, a graph homomorphism ϕ :
Km → Kn exists if and only if m ≤ n. More generally, we can now restate
Definition 17.2 in the language of graph homomorphisms.

Definition 17.8. The chromatic number of G, χ(G), is the minimal pos-
itive integer n, such that there exists a graph homomorphism ϕ : G→ Kn.

In fact we can see the following.

Corollary 17.9. If there exists a graph homomorphism ϕ : T → G, then
χ(T ) ≤ χ(G).

Proof. If G can be colored with n colors, then there exists a graph homomor-

phism ψ : G → Kn. Considering the composition T
ϕ→ G

ψ→ Kn we conclude
that T can be colored with n colors as well. ⊓⊔

In this sense, the problem of vertex-colorings and computing chromatic
numbers corresponds to choosing a particular family of graphs, namely un-
looped complete graphs, fixing a valuation on this family, here we are mapping
Kn to n, and then searching for a graph homomorphism from a given graph
to the chosen family, which would minimize the fixed valuation. Using the in-
tuition from statistical mechanics we call such a family of graphs state graphs.

A natural question arises: are there any other choices of families of state
graphs and valuations which correspond to other natural and well-studied
classes of graph problems. The answer is yes, and we shall describe two ex-
amples in the following subsections.

17.2.2 Kneser graphs as state graphs and fractional chromatic
number

Let us now consider the family of the Kneser graphs, {KGn,k}n≥2k, and choose
the evaluation KGn,k 7→ n/k.

Definition 17.10. Let n, k be positive integers, n ≥ 2k. The Kneser graph
KGn,k is defined to be the graph whose set of vertices is the set of all k-subsets
of [n], and the set of edges is the set of all pairs of disjoint k-subsets.

Example 17.11.

• KG2k,k is a matching on
(
2k
k

)
vertices;

• KGn,1 is the unlooped complete graph Kn;
• KG5,2 is the Petersen graph.
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Definition 17.12. Let G be a graph. The fractional chromatic number
of G, χf (G), is defined by

χf (G) = inf
(n,k)

n

k
,

where the infimum is taken over all pairs (n, k) such that there exists a graph
homomorphism from G to KGn,k.

An equivalent definition reads as follows.

Definition 17.13. Let G be a graph. The number, χ̃f (G), is defined by

χ̃f (G) = inf
(n,k)

n

k
,

where the infimum is taken over all covers of V (G) by n independent sets
I1, . . . , In, such that each vertex is covered at least k times, i.e., |{i | v ∈ Ii}| ≥
k, for all v ∈ V (G).

Of course, by making the independent sets smaller if necessary, we can
always achieve the precise covering of each vertex by k sets.

Next we give yet another equivalent definition, which might help to explain
the usage of the word fractional.

Definition 17.14. The fractional coloring is a function f : I(G) → R≥0,
such that for every v ∈ V (G) we have

∑
I∈I(G),v∈I f(I) ≥ 1; here I(G) denotes

the collection of all the independent sets of G.
The weight of a fractional coloring is defined to be the sum of the values

of f over all independent sets: weight(f) =
∑
I∈I(G) f(I).

The number χ̂f (G), is defined to be the infimum of the weight, taken over
the set of all fractional colorings.

Note that the usual vertex coloring is a fractional coloring defined by
f : I(G) → {0, 1}, where the maximal monochromatic independent sets map
to 1, and all other sets map to 0. The weight of this fractional coloring is equal
to the number of colors, hence we have χ̂f (G) ≤ χ(G).

Proposition 17.15. We have χ̂f (G) = χ̃f (G).

Proof. First, we can interpret the choice of n independent sets I1, . . . , In as
a function f : I(G)→ Z≥0, such that

∑
I∈I(G) f(I) = n. Therefore, we obtain

a fractional coloring g : I(G) → R≥0, defined by g(I) := f(I)/k. g is well-
defined, since

∑
I∈I(G),v∈I g(I) = 1/k ·∑I∈I(G),v∈I f(I) ≥ k/k = 1. Clearly,

the weight of g is equal to n/k. Thus χ̂f (G) ≤ χ̃f (G).
On the other hand, consider a fractional coloring with rational values f :

I(G) → Q≥0. Choose k ∈ Z≥0, such that for all independent sets I, we have
kf(I) ∈ Z≥0. Then g : I(G) → Z≥0, defined by g(I) := kf(I), is a covering
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of V (G) with k · weight(f) independent sets, so that each element of V (G)
belongs to at least k of these independent sets.

Summarizing we can conclude, that if we limit our consideration to the
rational-valued fractional colorings, then we get χ̂Q

f (G) = χ̃f (G). Since we are
considering the infimum, we get χ̂f (G) = χ̃f (G). ⊓⊔

We note that, by the Theory of Linear Programming, the infimum of the
weight of a fractional coloring can always be achieved by some rational-valued
fractional coloring.

Proposition 17.16. We have χ̃f (G) = χf (G).

Proof. We establish a bijection between coverings by n independent sets
I1, . . . , In, such that every point is covered k times and graph homomorphisms
G→ KGn,k.

Let A be a |V (G)| × n-matrix with entries from, {0, 1} defined as follows:

• if we start with a covering by n independent sets I1, . . . , In, then the
column Ci is the characteristic vector of the set Ii, then we read the rows
to find a graph homomorphism ϕ : G→ KGn,k;

• if we start with a graph homomorphism ϕ : G→ KGn,k, then the row Rv
is the characteristic vector of the set ϕ(v), then we read the columns to
find a covering by n independent sets.

In both cases, the condition on the matrix A is the same: if (v, w) ∈ E(G),
then, for all i ∈ [n], Aw,i and Av,i cannot both be equal to 1. It is easy to see
that this establishes the desired bijection. ⊓⊔

17.2.3 The circular chromatic number

Again, we start by defining the appropriate family of graphs.

Definition 17.17. Let r be a real number, r ≥ 2. Rr is defined to be the
graph whose set of vertices is the set of unit vectors in the plane pointing from
the origin, and two vertices x and y are connected by an edge if and only if
2π/r ≤ α, where α is the sharper of the two angles between x and y (or π if
these two angles are equal).

Note that both the number of vertices and valencies of the vertices (if
r > 2) are infinite.

Definition 17.18. Let G be a graph. The circular chromatic number of G
is χc(G) = inf r, where the infimum is taken over all positive reals r, such that
there exists a graph homomorphism from G to Rr.

In other words, the family of the state graphs is {Rr}r≥2, and the chosen
valuation is Rr 7→ r.

It is possible to define χc(G) by using only finite state graphs.
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Definition 17.19. Let n, k be positive integers, n ≥ 2k. Rn,k is defined to be
the graph whose set of vertices is [n], and two vertices x, y ∈ [n] are connected
by an edge if and only if

k ≤ |x− y| ≤ n− k.

Examples:

• R2k,k is a complete matching on 2k vertices;
• R2k+1,k is a cycle with 2k + 1 vertices;
• Rn,1 = Kn,1 = Kn;
• Rn,2 is the unlooped complement of a cycle with n vertices.

The equivalent definition of χc(G) in terms of finite state graphs is also
functorial.

Proposition 17.20. Let G be a graph. We have the equality

χc(G) = inf
(n,k)

n

k
,

where the infimum is taken over all pairs (n, k) such that there exists a graph
homomorphism from G to Rn,k.

Here, the state graphs are {Rn,k}n≥2k, and the chosen valuation on this
family is again Rn,k 7→ n/k.

We remark, that for any graph G we have

χ(G)− 1 < χc(G) ≤ χ(G).

17.3 Kneser Conjecture and Lovász test

17.3.1 Formulation of the Kneser Conjecture

Considering the elementary definition of the Kneser graphs, it turned out to
be surprisingly difficult to determine their chromatic numbers.

To start with, it is easy to see that χ(KGn,k) ≤ n − 2k + 2. Indeed, the
following is an example of a vertex coloring: for fixed i = 1, . . . , n − 2k + 1,
let the set Ci ⊆ V (KGn,k) consist of all k-subsets of [n], which contain the
element i. Clearly, for fixed i, each Ci is an independent set, and therefore all
vertices in Ci can be colored with the same color. On the other hand, the set
{n − 2k + 2, . . . , n} has n − (n − 2k + 1) = 2k − 1 elements, so any of its k-
subsets must intersect, which means that V (KGn,k)\(C1∪· · ·∪Cn−2k+1) is an
independent set as well. Thus we have decomposed the vertex set V (KGn,k)
into n − 2k + 2 independent sets, which is just another way of saying that
χ(KGn,k) ≤ n− 2k + 2.

The Kneser conjecture states that in fact the equality holds. This was
proved in 1978 by L. Lovász, who used geometric obstructions of Borsuk-
Ulam type to show the nonexistence of certain graph colorings.
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Theorem 17.21. (Kneser-Lovász)
For arbitrary positive integers n, k, such that n ≥ 2k, we have χ(KGn,k) =
n− 2k + 2.

Theorem 17.21 was rather influential for further developments in this field.
We shall sketch the modern version of its proof in the next three subsections.

17.3.2 The properties of the neighborhood complex

Recall that in Subsection 9.1.4, more precisely in Definition 9.9, to an arbi-
trary graph G we have associated an abstract simplicial complex, called the
neighborhood complex, which we denoted N (G). Note, that when A ⊆ V (G)
is a simplex of N (G), then so is N(A). However, mapping A to N(A) would
not give a simplicial map from N (G) to itself. Instead, we need to proceed to
the face poset of N (G), which in our notations is called F(N (G)).

Clearly, if A,B ⊆ V (G), and A ⊆ B, then N(A) ⊇ N(B). This means
that we have an order-preserving map N : F(N (G)) → Fop(N (G)); recall
here that for an arbitrary poset P we denote by P op the poset which has the
same set of elements as P , and whose partial order is defined by: x ≤ y in
P op if and only if x ≥ y in P .

The Proposition 10.6 implies that we get a simplicial map

∆(N) : ∆(F(N (G))) −→ ∆(Fop(N (G))),

or, rephrasing, ∆(N) : Bd (N (G)) −→ Bd (N (G)), where we used that
∆(F(K)) = Bd (K) is true for any abstract simplicial complex K.

Example 17.22.
1) Taking G = K3, we see that ∆(N) is an antipodal map on a hexagon. In
general, for G = Kn,∆(N) is an antipodal map on the barycentric subdivision
of the boundary of the (n− 1)-dimensional simplex.
2) Take G = L3, which is a connected graph with 3 vertices and two edges.
N (G) is a disjoint union of a point and an interval. ∆(N) maps the isolated
point to the barycenter of the interval, and it maps the entire interval to the
isolated point.

We see from our examples, that for G = Kn, the map ∆(N) gives a Z2-
action on N (G), whereas for G = L3 it does not.

Proposition 17.23. The map ∆(N) is an involution when restricted to the
image of ∆(N), in other words, we have ∆(N)3 = ∆(N).

Proof. This has been proved in Subsection 13.2.2, Application 2. ⊓⊔

Example 17.24. Let G be the graph defined by: vertices V (G) = {1, 2}, and
edges E(G) = {(1, 1), (1, 2), (2, 1)}. The complex N (G) is equal the 1-simplex
∆[2]. The map ∆(N) maps the barycenter of the 1-simplex to the vertex 1, it
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maps the vertex 2 to the vertex 1, and it maps the vertex 1 to the barycenter
of the 1-simplex. We see that the image of ∆(N) is the 1-simplex spanned by
the vertex 1 and the barycenter of N (G), and that the Z2-action on it is the
reflection map.

We see that the Z2-action induced by ∆(N) does not have to be free.

Proposition 17.25. The Z2-action on Im(∆(N)) induced by ∆(N) is free if
and only if G has no loops.

Proof. It is a general fact that a finite simplicial group action on a simplicial
complex is free, if and only if there is no simplex whose set of vertices is
preserved by the action.

The simplices of Bd (N (G)) = ∆(F(N (G))) are chains of F(N (G)). Since
the action reverses the order, we see that the Z2-action on Im(∆(N)) induced
by ∆(N) is not free if and only if there exists a chain C, such that ∆(N)(C) =
Cop.

This is equivalent to saying that there exist A,B ∈ F(N (G)), such that
A ⊆ B, N(A) = B, and N(B) = A. Indeed such a pair would produce the
required chain (consisting of one or two elements), on the other hand, the
middle edge, or element of the chain C with the properties above, would give
such a pair.

If such a pair (A,B) exists, then all the vertices in A have loops, since
N(A) ⊇ A. On the other hand, if there exists v ∈ V (G) with a loop, (v, v) ∈
E(G), then A = N(N(v)), B = N(v) is an appropriate pair, since N(v) ⊇ {v}
implies N(N(v)) ⊆ N(v). ⊓⊔

17.3.3 Lovász test for graph colorings

Lovász has introduced the neighborhood complex N (G) as a part of his topo-
logical approach to the resolution of Kneser conjecture. The hard part of the
proof is to show the inequality χ(Kn,k) ≥ n − 2k + 2, and Lovász’ idea was
to use the connectivity information of the topological space N (G) to find
obstructions to the vertex-colorability of G. More precisely, he proved the
following statement.

Theorem 17.26. Let G be a graph, such that N (G) is k-connected for some
k ∈ Z, k ≥ −1, then χ(G) ≥ k + 3.

The main topological tool which Lovász employed was the Borsuk-Ulam
theorem. Since then, the topological equivariant methods have gained ground
and became a part of the standard repertoire in Combinatorics.

It will be shown in Theorem 18.3, that the complexes N (G) and Bip (G)
have the same simple homotopy type. This fact leads one to consider the
family of Hom complexes as a natural context in which to look for further
obstructions to the existence of graph homomorphisms.

Before proceeding with the proof of Lovász’ Theorem, we need the follow-
ing useful lemma.
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Lemma 17.27. Let X be an arbitrary Z2-space and let k be an integer, k ≥
−1. If X is k-connected, then there exists a Z2-map f : Sda → X, for all
0 ≤ d ≤ k + 1.

Proof. This follows immediately by the repeated application of Proposi-
tion 8.25. ⊓⊔

We are now ready to give a sketch of the proof of Theorem 17.26, which will
become complete once the details of the structure theory of Hom -complexes
are presented in Chapter 18.

Proof of Theorem 17.26. First of all, since Bip (G) is homotopy equivalent
to N (G), we can replace the simplicial complex N (G) by the prodsimplicial
complex Bip (G). Now, assume χ(G) ≤ k + 2, then there exists a graph ho-
momorphism ϕ : G → Kk+2. In Subsection 18.3.5 it will be shown that this
induces a Z2-map

ϕK2 : Bip (G)→ Bip (Kk+2),

where the Z2-action on Bip (G) is induced by nontrivial Z2-action on K2.
It will be shown in Proposition 19.8 that Bip (Kn) is Z2-homeomorphic to

Sn−2
a , for all integers n ≥ 2, where as we recall from Chapter 8, Sda denotes the
d-dimensional sphere with the antipodal Z2-action. Hence, we have actually
obtained a Z2-map ϕK2 : Bip (G)→ Ska.

On the other hand, by Lemma 17.27, there exists a Z2-map f : Sk+1
a →

Bip (G). Combining these we obtain a sequence of Z2-maps

Sk+1
a

f−→ Bip (G)
ϕK2−→ Ska.

This however contradicts the Borsuk-Ulam Theorem 8.22. ⊓⊔

17.3.4 Simplicial and cubical complexes associated to Kneser
graphs

To finish the proof of Kneser Conjecture (Theorem 17.21), we still need to see
that the neighborhood complex of Kneser graphs is sufficiently connected. In
fact, it turns out that the homotopy type of these complexes can be determined
precisely.

Proposition 17.28. For arbitrary positive integers n and k, such that n ≥
2k, the abstract simplicial complex N (KGn,k) is homotopy equivalent to
a wedge of spheres of dimension n−2k. In particular, the complex N (KGn,k)
is (n− 2k − 1)-connected.

Proof. Consider the order-preserving map

ϕ : F(N (KGn,k))→ F(N (KGn,k)),

defined by
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ϕ : Σ 7→
⋃
Σ,

where Σ is an arbitrary non-empty collection of k-subsets of the set [n], which
forms a simplex in the neighborhood complex N (KGn,k), and

⋃
Σ denotes

the union of all the subsets from the collection Σ. Clearly, we have ϕ2 = ϕ, and
ϕ(Σ) ≥ Σ, and hence ϕ is an ascending closure operator. By Theorem 13.12 we
see that the simplicial complex ∆(F(N (KGn,k))) = BdN (KGn,k) collapses
to the simplicial complex ∆(Im(ϕ)).

On the other hand, it is easy to see that the image of the operator ϕ
consists of all subsets S ⊆ [n], such that k ≤ |S| ≤ n − k. In other words,
the poset Im(ϕ) is a certain rank selection of the Boolean algebra Bn. By
Proposition 12.6, see also specifically Example 12.10(2), we know that the
order complex of that poset is homotopy equivalent to a wedge of spheres of
dimension (n− k)− k = n− 2k. ⊓⊔

The Theorem 17.21 now follows. Though this is a short and clarifying
proof of Proposition 17.28, we shall investigate the complexes associated to
Kneser graphs at some further length to uncover some interesting cubical
constructions and to illustrate some other techniques which we developed in
Part II.

By Theorem 18.3 we can replace the neighborhood complexes N (KGn,k)
by the Hom complexes Bip (KGn,k) as far as the homotopy type is concerned.
Again, we define an order-preserving map

ψ : F(Bip (KGn,k))→ F(Bip (KGn,k)),

defined by

ψ : (Σ1, Σ2) 7→
(⋃

Σ1,
⋃
Σ2

)
,

where Σ1 and Σ2 are both arbitrary non-empty collections of k-subsets of the
set [n], such that A ∩ B, whenever A ∈ Σ1 and B ∈ Σ2, and as before the
symbol

⋃
denotes taking the union of the all the subsets in the corresponding

collection. As easily seen, the map ψ is an ascending closure operator, and
hence, by Theorem 13.12, the simplicial complex BdBip (KGn,k) collapses
onto its subcomplex ∆(Im(ψ)), to which we now restrict our attention.

For the rest of this subsection we let Pn,k denote the poset Im(ψ) with the
order reversed. It can be described as the poset consisting all ordered pairs
(S1, S2) of subsets of the set [n], such that |S1| ≥ k, |S2| ≥ k, and S1∩S2 = ∅.
The partial order is given by the rule: (T1, T2) ≥ (S1, S2) if and only if T1 ⊆ S1

and T2 ⊆ S2. The crucial observation now is that this poset Pn,k is actually
a face poset of a cubical complex.

Definition 17.29. We call the cubical complex whose face poset is given by
Pn,k as above, the Kneser cubical complex and denote it by KCn,k.

The dimension of KCn,k is equal to n − k. Its maximal cells are indexed
by pairs (S1, S2) of disjoint subsets of [n], such that |S1| = |S2| = k, and its
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vertices are indexed by subsets S ⊆ [n], such that k ≤ |S| ≤ n− k, the actual
index being (S, [n]\S). Though we already know at this point that the cubical
complex KCn,k is homotopy equivalent to a wedge of (n − k)-dimensional
spheres, we would now like to describe an acyclic matching on the set of its
cells which is maximal in the following sense: it has one 0-dimensional critical
cell, and all other critical cells have dimension n− k.

Let Q denote the chain n > n− 1 > · · · > n− k, and consider the order-
preserving map

ϕ : Pn,k −→ Q,

defined by
(S1, S2) 7→ max ([n] \ S2).

According to Theorem 11.10, it is enough if we construct appropriate
acyclic matchings on the preimages ϕ−1(m), for n−k ≤ m ≤ n. Let us now fix
such anm. For any element (S1, S2) in ϕ

−1(m) we know thatm+1, . . . , n ∈ S2,
and of course that m /∈ S2.

Whenever possible, we now match the elements (S1, S2) and (S1⊕{m}, S2),
where ⊕ denotes the symmetric sum. This is clearly an acyclic matching, and
the critical cells are indexed by all pairs (S1, S2), such that |S1| = k, and
m ∈ S1. These elements form an upper ideal in ϕ−1(m), hence we are free to
extend our acyclic matching in this set in any way we want.

Set now t := max ([m] \ S1), and match, whenever possible, the old criti-
cal elements (S1, S2) and (S1, S2 ⊕ {t}). Again, clearly the total matching is
an acyclic one. The final critical cells are indexed by all pairs (S1, S2), such
that |S1| = |S2| = k, m ∈ S1 and t ∈ S2. These cells are all of dimension n−k.
Additionally, if m = k, there is one more critical cell of dimension 0 indexed
by ({1, . . . , k}, {k+1, . . . , n}). This concludes the description of our matching
and provides an alternative proof of the fact that the cubical complex KCn,k
is homotopy equivalent to a wedge of (n− k)-dimensional spheres.

17.3.5 The vertex-critical subgraphs of Kneser graphs.

Recall, that for a graph G and a vertex v ∈ V (G) the notation G− v denotes
the graph which is obtained from G by deleting the vertex v and all edges
adjacent to v, i.e., the new set of vertices is given by V (G− v) := V (G) \ {v},
and the new set of edges is given by E(G−v) := E(G)∩(V (G−v)×V (G−v)).

Shortly after it was published, Lovász’ resolution of Kneser Conjecture
was complemented by finding a maximal subgraph having the same chromatic
number as the original Kneser graph. To formulate this result, we recall that
a graph G is called vertex-critical if, for any vertex v ∈ V (G), we have χ(G) =
χ(G− v) + 1.

Definition 17.30. Let n, k be positive integers, n ≥ 2k. The stable Kneser
graph KGStab

n,k is defined to be the graph whose set of vertices is the set of
all k-subsets S of [n], such that if i ∈ S, then i + 1 /∈ S, and, if n ∈ S, then
1 /∈ S. Two subsets are joined by an edge if and only if they are disjoint.
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Clearly, KGStab
n,k is an induced subgraph of KGn,k.

Theorem 17.31. The graph KGStab
n,k is a vertex-critical subgraph of KGn,k,

i.e., KGStab
n,k is a vertex-critical graph, and χ(KGStab

n,k ) = n− 2k + 2.

17.3.6 Chromatic numbers of Kneser hypergraphs.

The Theorem 17.21 has been generalized in 1986 to the case of hypergraphs.
To start with, recall the standard way to extend the notion of the chromatic
number to hypergraphs.

Definition 17.32. For a hypergraph H, the chromatic number χ(H) is, by
definition, the minimal number of colors needed to color the vertices of H so
that no hyperedge is monochromatic.

Next, there is a standard way to generalize Definition 17.10 to the case of
hypergraphs.

Definition 17.33. Let n, k, r be positive integers, such that r ≥ 2, and n ≥
rk. The Kneser r-hypergraph KGrn,k is the r-uniform hypergraph, whose
ground set consists of all k-subsets of [n], and the set of hyperedges consists
of all r-tuples of disjoint k-subsets.

Using the introduced notations, we can now formulate the generalization
of Theorem 17.21.

Theorem 17.34. For arbitrary positive integers n, k, r, such that r ≥ 2, and
n ≥ rk, we have

χ(KGrn,k) =

⌈
n− rk + r

r − 1

⌉
.

17.4 Bibliographic notes

For the proof of the fact, that deciding whether a given planar graph is 3-
colorable is NP-complete, we refer to [GJ79], whereas NP-completeness of the
coloring a 3-colorable graph with 4 colors was first shown in [KLS93]. The
quartic time for the 4-coloring of a planar graph was obtained in [AH89],
this was later improved to the quadratic time in [RSST]. We refer to Garey
& Johnson, [GJ76], for an in-detail elaboration on the subject approximate
algorithms for graph colorings.

The question of computing χ(G) for the planar graph G has a long history.
The question was formulated in 1852 by F. Guthrie, see [Gut80]. First time
this question appeared in print in a paper by Cayley, [Cay78], after which it
became known as the Four-Color Problem, one of the most famous questions
in Graph Theory, as well as a popular brain-teaser. There is very extensive
literature on the subject, see e.g., [Har69, KS77, MSTY, Ore67, Th98].
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The apparently first proof, offered by A. Kempe in 1880, [Kem79], turned
out to be false, as did many later ones. The flaw was noticed in 1890 by
P. Heawood, [Hea90], who also proved the weaker Five-Color Theorem. Im-
portant contributions to the Four-Color Problem, were made (among others)
by G. Birkhoff, and H. Heesch, [Hee69]. The original announcement of the
resolution of the Four-Color Problem by Appel & Haken can be found in
[AH76], and [AH89] is the last reprint. The reference to the work of Robert-
son, Sanders, Seymour & Thomas on this subject is [RSST].

Hadwiger has stated his conjecture in [Had43]. The case χ(G) = 4 is
reasonably easy, and was shown by Hadwiger, [Had43], and Dirac, [Dir52].
Furthermore, it was shown in 1937 by Wagner, [Wag37], that the case χ(G) =
5 of the Hadwiger Conjecture is equivalent to the Four-Color Theorem.

We recommend an excellent and comprehensive textbook by Godsil and
Royle, [GR01], where more about fractional chromatic number can be found.
As for the circular chromatic number of a graph, we refer to nice articles
[Vi88, Zhu01] for rather extensive information.

The Kneser conjecture was posed in 1955, see [Kn55], and solved in 1978
by L. Lovász, see [Lov78]. Shorter proofs of the Lovász theorem were obtained
by Bárány, see [Bar78], and Greene, see [Gr02], both using some versions of
the Borsuk-Ulam theorem, see also [GR01]. A nice brief survey of these has
been written by De Longueville, see [dL03].

The vertex-critical subgraphs of Kneser graphs, complementing the proof
of Lovász Theorem 17.21, were found by Schrijver, in [Sr78], who proved
Theorem 17.31. Alon, Frankl, and Lovász, [AFL86], have generalized The-
orem 17.21, and proved Theorem 17.34. Their argument makes use of the
generalization of the Borsuk-Ulam theorem which has previously appeared in
the work of Bárány, Shlosman, and A. Szűcs, see [BSS81].

There has been a substantial body of further important work, some of
the references are [Dol88, Kr92, Kr00, Ma04, MZ04, Sar90, Zie02]. There
have also been multiple constructions, such as box complexes, designed to
generalize the original Lovász neighbourhood complexes. However, as later
research showed, the tests obtained in that way were completely convertible,
since the Z2-homotopy types of these complexes were very closely related,
either by simply being the same, or by means of one being the suspension of
another, or something close to that. This means that all these constructions
are avatars of the same object, as explained in [Ziv05a]. In contrast to that, the
Hom -complexes have been shown to have an intricate and interesting behavior,
going substantially beyond the original Lovász complexes.
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Structural theory of morphism complexes

18.1 The scope of morphism complexes

18.1.1 The morphism complexes and the prodsimplicial flag
construction

In this section we would like to show a property which holds for general
morphism complexes, which were described in Definition 9.24. A crucial fact
about this family of prodsimplicial complexes is that Hom−(−,−)-complexes
are fully determined by the low-dimensional data, in fact, it turns out that
already knowing the 1-skeleton suffices, cf. Definition 9.16.

Proposition 18.1. All complexes Hom−(−,−) with isomorphic 1-skeletons
are isomorphic to each other as polyhedral complexes. More precisely, the com-
plexes Hom−(−,−) are prodsimplicial flag complexes.

Proof. Let us consider a complex X of the type HomM (A,B), where A,B
and M are a priori unknown. Trivially, the 0-skeleton of X is the set M itself.
Furthermore, the 1-skeleton tells us which pairs of set maps ϕ,ψ : A → B
differ precisely in one element of A.

Clearly, for σ =
∏
x∈A σx ∈ C(A,B) to belong to HomM (A,B), it is re-

quired that the 1-skeleton of σ is a subgraph of the 1-skeleton of HomM (A,B).
Let us show that the converse of this statement is true as well.

Let Γ be the 1-skeleton of X. For every edge e in Γ let λ(e) ∈ A denote
the element in which the value of the function is changed along e. Since we do
not know the set A, we can only make the statements of the type the labels
of these two edges are the same/different.

Assume we have S ⊆ M , such that S can be written as a direct product
S = S1 × S2 × · · · × St. Assume furthermore that the subgraph of Γ induced
by S is precisely the 1-skeleton of the corresponding cell.

First, consider three elements a, b, c ∈ S1 × · · · × St, which have the same
indices in all Si’s except for exactly one. Then, by our assumption on S, the
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subgraph of Γ induced on the vertices a, b, and c, is a triangle. Clearly, if
three changes of a value of a function result in the same function, then the
changes were done in the same element of A, i.e., λ(a, b) = λ(a, c) = λ(b, c).

Next, consider four elements a, b, c, d ∈ S1 × · · · × St, such that pairs of
vertices (a, b), (b, c), (c, d), and (a, d), have the same indices in all Si’s except
for exactly one. Assume further that this index is not the same for (a, b) and
(b, c): say a and b differ in S1, and b and c differ in S2.

According to our assumption on S, (a, b), (b, c), (c, d), and (a, d) are edges
of Γ . If λ(a, b) = λ(b, c), then Γ contains the edge (a, c), and λ(a, b) = λ(a, c),
which contradicts our choice of S.

If, on the other hand, λ(a, b) 6= λ(b, c), then, since changes of functions
along the paths a→ b→ c and a→ d→ c should give the same answer, we are
left with the only possibility: namely λ(a, b) = λ(c, d), and λ(b, c) = λ(a, d).

Let a ∈ S1 × · · · × St, a = (a1, . . . , at). By our first argument, if b ∈
S1 × · · · × St, b = (a1, . . . , ãi, . . . , at), then λ(a, b) does not depend on ai
and ãi. Furthermore, let c, d ∈ S1 × · · · × St, d = (a1, . . . , ãj , . . . , at), c =
(a1, . . . , ãi, . . . , ãj , . . . , at), for i 6= j. By our second argument, applied to
a, b, c, d, we get that λ(a, b) = λ(c, d). If iterated for various j, this implies
that λ(a, b) does not depend on a1, . . . , ai−1, ai+1, . . . , at either; thus it may
depend only on the index i.

Finally, this label should be different for different i’s, as otherwise, by
the same argument as above, we would get more edges in the subgraph of Γ
induced by S, than what we allowed by our assumptions.

Summarizing, we have shown that the cell σ =
∏
x∈A σx ∈ C(A,B) belongs

to HomM (A,B), if and only if the 1-skeleton of σ is a subgraph of Γ . This
implies that HomM (A,B) is uniquely determined by its 1-skeleton. ⊓⊔

Proposition 18.1 comes in handy when we need to show that certain prod-
simplicial complexes cannot be represented as Hom -complexes, since it imposes
a rather rigid restriction of being a prodsimplicial flag complex.

We finish this section by noting that not every prodsimplicial flag complex
is representable as a Hom -complex. For example, let us consider a (hollow)
pentagon. Clearly, it is a prodsimplicial flag complex. On the other hand, if it
can be represented as a Hom -complex, when we can trace the changes in the
set maps following around the pentagon once. Since we have five changes, and
no value can be changed only once, we see that at most two different values
will be changing as we go around the pentagon, hence one of the values will
be changed at least three times. This implies that there exists a value which
will be changed along two adjacent edges, which implies that our complex
must contain a triangle. This is a contradiction, and thus a pentagon cannot
be represented as a Hom -complex.

18.1.2 Universality.

It happens very often that the family of the combinatorially defined complexes
is universal with respect to the invariants which one is interested in computing.
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This is also the case not only for the general Hom -complexes, but even for the
Bip (−)-complexes.

Theorem 18.2. For each finite abstract simplicial complex X with a free Z2-
action, there exists a graph G, such that Bip (G) is Z2-homotopy equivalent
to X.

Proof. We shall satisfy ourselves here with proving a weaker statement, find-
ing G such that Bip (G) is homotopy equivalent to X. To start with, since
Bip (G) is homotopy equivalent to N (G), we can deal with the neighborhood
complex instead.

For an arbitrary finite abstract simplicial complex X with a free Z2-action
γ we associate a graph GX as follows:

• the set of vertices of GX is the same as the set of vertices of X;
• two vertices v and w are connected by an edge if either w = γv, or (w, γv)

is an edge in the 1-skeleton of X.

Let us now consider the graph associated to the barycentric subdivision
of X. In our notations, this graph is called GBdX . We claim that the neigh-
borhood complex of this graph N (GBdX) is homotopy equivalent to BdX,
and hence to X.

Consider the so-called closed star covering of BdX, that is its covering
by all closed stars of its vertices. A subset of these stars has a non-empty
intersection if and only if it contains a vertex, which means that there is
a vertex which is connected with the centers of all these stars, and possibly
coincides with one of them. Therefore, we see that the nerve of this covering
coincides with the neighborhood complex N (GBdX). To show the homotopy
equivalence we will show that whenever a set of these stars has a non-empty
intersection, then it must be contractible, and then invoke Theorem 15.21.

Recall that vertices of BdX are indexed with subsets of the set of vertices
of X. Let A1, . . . , At be a collection of such subsets, such that the correspond-
ing closed stars intersect, and let S be any vertex in this intersection. After
possible reindexing we may assume that for some 0 ≤ k ≤ t, we have Ai ⊆ S,
for all 1 ≤ i ≤ k, and Ai ⊇ S, for all k + 1 ≤ i ≤ t. We shall consider two
cases.

Assume first that k ≥ 1. In this case, set B := ∪ki=1Ai. We have B 6= ∅.
We claim, that the intersection the closed stars of Ai’s is a cone with apex
in B. To see that, take an arbitrary simplex σ = (B1 ⊆ · · · ⊆ Br) in this
intersection. The sets Ai can all be inserted into this inclusion chain. Let τ
be the simplex obtained from σ by adding B. This simplex is well-defined,
since we can insert B in the same spot where we can insert Ak. The set B
is possibly larger than Ak, but since the consequent Bj ’s contain all the sets
A1, . . . , Ak, they will also contain B. On the other hand, the simplex τ is
still in the intersection of the considered closed stars, because B contains all
the sets A1, . . . , Ak, and is contained in Ak+1, . . . , At. This proves that the
intersection of the closed stars in this case is a cone, and hence contractible.
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The remaining case is when k = 0. In this case, we can set B := ∩ti=1Ai,
and using completely analogous argument see that the intersection of the
closed stars will be a cone with apex in B, and hence contractible as well. ⊓⊔

18.2 Special families of Hom -complexes

18.2.1 Coloring complexes of a graph

It is useful to think of Hom (G,Kn) as a way to put topology on the space of
all n-colorings of G. We call these complexes the coloring complexes of G. The
fact that Hom (G,Kn) is nonempty encodes the fact that that G is n-colorable.
The connectivity of Hom (G,Kn) expresses a certain flexibility property of the
set of all n-colorings of the graph G. Intuitively, one should think that the
higher the connectivity (that is the more of the initial homotopy groups are
trivial), the more flexible the set of all n-colorings of the graph G is. The
significance of the other properties of Hom (G,Kn) is at present a subject of
an active field of research.
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Fig. 18.1. Coloring complexes of strings I.

Some examples of such complexes are shown on Figures 18.1, 18.2, and
18.3. On these figures we used the following notations: Ln denotes an n-string,
i.e., a tree with n vertices and no branching points, Cm denotes a cycle with
m vertices, i.e., V (Cm) = Zm, E(Cm) = {(x, x+ 1), (x+ 1, x) |x ∈ Zm}.
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Fig. 18.2. Coloring complexes of strings II.

18.2.2 Complexes of bipartite subgraphs and neighborhood
complexes

As mentioned above, Hom -complexes were introduced as a one parameter ex-
pansion of the family of neighborhood complexes. The next theorem makes
this statement precise.

Theorem 18.3. For an arbitrary graph G, the neighborhood complex N (G)
and the polyhedral complex Bip (G) have the same simple homotopy type.

Proof. Set P := Fop(Bip (G))∪{0̂, 1̂}. As was mentioned before, P is a lattice,
and ∆(P̄ ) = BdBip (G). By the Theorem 13.18(b), we see that both simpli-
cial complexes BdBip (G) and BdΓ (P ) collapse onto the simplicial complex
∆(P̄a).

Description of Γ (P ). The vertices of Γ (P ) are all the pairs (A,B), A,B ⊆
V (G), such that N(A) = B, and N(B) = A. These can be indexed with the
simplices A ∈ N (G), A ∈ Im(N), which is the same as to take the elements
of N(F(N (G))), or the vertices of ∆(N(F(N (G)))) = Lo(G).

The simplices of Γ (P ) are all sets of pairs {(A1, B1), . . . , (At, Bt)}, such
that

⋂t
i=1Ai 6= ∅, and

⋂t
i=1Bi 6= ∅. Since N(A) ∩ N(B) = N(A ∪ B), for

arbitrary subsets A,B ⊆ V (G), and since Bi = N(Ai), for 1 ≤ i ≤ t, the
second condition amounts to saying that N(

⋃t
i=1Ai) 6= ∅.
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Fig. 18.3. Coloring complexes of cycles.

56,23 6,12345 126,4 236,5 5,236 45,26 4,126 12345,6 23,56 12,46 2,456
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456,2 46,12 26,45

56,2 6,12 6,23 45,2 5,23 26,4 26,5 2,45 12,6 2,566,45 23,6 2,4645,6 4,26 23,512,44,12 5,2646,2

Fig. 18.4. The poset P̄a, for P = Fop(Bip (G)) ∪ {0̂, 1̂}.

Let L denote the poset of all A ∈ N (G), A ∈ Im(N), ordered by inclusion,
with a minimal and a maximal elements attached. Clearly, ∆(L̄) = Lo(G).
From the description of Γ (P ) above, we see that ∆(L̄) is a subcomplex of
Γ (P ). On the other hand, by the Theorem 11.21, the simplicial complex J (L)
collapses onto ∆(L̄).

Let µ be the acyclic matching from the proof of the Theorem 11.21 which
gives the collapsing sequence. We claim that the restriction of µ to F(Γ (P ))
is again an acyclic matching. Since F(Γ (P )) is a lower ideal in F(J (L)),
the only thing which has to be checked is that if S ∈ F(Γ (P )) ∩ Σ, then
µ(S) ∈ F(Γ (P )); here Σ is as in the proof of the Theorem 11.21.
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Assume that S = {A1, . . . , At}, where the sets are listed in the linear
extension order, i.e., if 1 ≤ i < j ≤ t, then Ai 6⊇ Aj . Let a(S) be the subset of
V (G) defined as in the proof of the Theorem 11.21. Clearly, a(S) ⊆ At, this
implies that a(S) ∪⋃ti=1Ai =

⋃t
i=1Ai, and therefore, the set of pairs

µ(S) = {(A1, B1), . . . , (At, Bt), (a(S), N(a(S)))}

is a simplex of Γ (P ). We conclude that the restriction of µ to F(Γ (P )) gives
a collapsing sequence from Γ (P ) to Lo(G).

Let us summarize our findings in the following concatenation of sequences
of collapses and expansions:

BdBip (G)ց ∆(P̄a)ր BdΓ (P ), Γ (P )ց Lo(G)ր BdN (G), (18.1)

where the first two sequences are given by the Theorem 13.18(b), the third
sequence is given by the restriction of the acyclic matching µ as above, and
the fourth sequence is given by Proposition 13.16.

The discussion in Section 6.5 implies now that the polyhedral complex of
all bipartite subgraphs of G, Bip (G), and the neighborhood complex N (G),
have the same simple homotopy type, and yields an explicit formal deforma-
tion between these two complexes. ⊓⊔

18.3 Functoriality of Hom (−,−)

Recall from Subsection 4.1.2 that Graphs denote the category of all finite
graphs.

18.3.1 Functoriality on the right

Let T,G, and K be three arbitrary graphs, and let ϕ be a graph homomor-
phism from G to K. For any graph homomorphism v : T → G, i.e., a vertex
of Hom (T,G), we have the composition ϕ ◦ v : T → G → K, i.e., a vertex of
Hom (T,K). In general, the composition induces a poset map

f : F(Hom (T,G))→ F(Hom (T,K)),

namely, for η : V (T ) → 2V (G) \ {∅}, we have f(η) = 2ϕ ◦ η, where 2ϕ :
2V (G) \ {∅} → 2V (K) \ {∅} is the map induced on the subsets.

One can check that the poset map f : F(Hom (T,G)) → F(Hom (T,K))
comes from a cellular map from Hom (T,G) to Hom (T,K), which we denote
by ϕT .

Moreover, a detailed analysis of the polyhedral structure of Hom (T,G),
using the explicit point description of Hom (T,G) from Subsection 9.2.3, shows
that cells (direct products of simplices) map surjectively to other cells, and
that this map is a product map induced by the corresponding maps on the
simplices. Therefore, ϕT is a polyhedral map.
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Example 18.4. Recall that Bip (K3) is a hexagon, and Bip (K4) is the polyhe-
dron on Figure 9.6. Consider ϕ : K3 →֒ K4 mapping i to i, for any i ∈ {1, 2, 3}.
Then the cellular map ϕK2 includes the hexagon as one of the meridians of
Bip (K4).

Now we can make the following conclusion.

Proposition 18.5. For any fixed graph T , the Hom construction yields a co-
variant functor Hom (T,−).

Proof. The only property which has to be checked is that for any graph
homomorphisms ϕ : G→ K, and ψ : K → L, we have

(ψ ◦ ϕ)T = ψT ◦ ϕT .

This equality is true on the level of poset maps, since it just amounts to taking
a composition of two relabellings. Hence it is also true for the corresponding
cellular maps. ⊓⊔

18.3.2 Aut (G)-action on Hom (T,G)

The functoriality on the right has the following important consequence.

Proposition 18.6. The map ϕ 7→ ϕT is a group homomorphism from Aut (G)
to Aut (Hom (T,G)), in particular Aut (G) acts cellularly on Hom (T,G).

Proof. Assume ϕ ∈ Aut (G). We have induced maps ϕT : Hom (T,G) →
Hom (T,G) and (ϕ−1)T : Hom (T,G)→ Hom (T,G). Since

(ϕ−1)T ◦ ϕT = (ϕ−1 ◦ ϕ)T = (idG)
T = idHom (T,G),

we have (ϕ−1)T = (ϕT )−1, and therefore ϕT ∈ Aut (Hom (T,G)). ⊓⊔

Example 18.7.
(1) The automorphism group of K3 is the symmetric group S3. The transpo-
sitions act on the hexagon Bip (K3) as reflections which fix the barycenters of
two opposite sides.

(2) For an arbitrary graph G, the symmetric group Sn acts cellularly on
Hom (G,Kn), which is the topological space of all n-colorings of G.

18.3.3 Functoriality on the left

The situation is slightly more complicated if one considers the functoriality in
the first argument. Let us choose some graph homomorphism ψ from T to G,
and let K be some graph.

Again, by using composition we can define an order-preserving map
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g : F(Hom (G,K)) −→ F(Hom (T,K)).

Namely, for η : V (G)→ 2V (K) \ {∅}, and v ∈ V (T ), we set

g(η)(v) := η(ψ(v)).

This map is well-defined, since, if v, w ∈ V (T ), and (v, w) ∈ E(T ), then
(ψ(v), ψ(w)) ∈ E(G), and therefore, for any x ∈ η(ψ(v)), and y ∈ η(ψ(w)),
we have (x, y) ∈ E(K). Furthermore, this map is order-preserving: if τ ≥ η,
i.e., if τ(w) ⊇ η(w), for any w ∈ V (T ), then g(τ)(w) = τ(ψ(w)) ⊇ η(ψ(w)) =
g(η)(w).

Intuitively, one can think of the map g as the pullback map. It is important
to remark that, if ψ is not injective, it may happen that dim g(η) > dim η.
Since g is an order-preserving map, the induced map between abstract sim-
plicial complexes ∆(g) : Bd (Hom (G,K)) → Bd (Hom (T,K)) is simplicial and
gives the corresponding map of topological spaces, which we denote ψK . It
is important to notice that the map g does not always come from a cellular
map.

Example 18.8. Consider a graph homomorphism ψ : L3 → K2. The induced
map ψK3

: Bip (K3) → Hom (L3,K3) is not cellular, but it becomes simpli-
cial once we pass on to the barycentric subdivisions. This is illustrated on
Figure 18.5.

Hom (L3,K3)Bip (K3)

Fig. 18.5. Mapping Bip (K3) to Hom (L3,K3).

However, on the positive side, we have the following proposition.

Proposition 18.9. If the graph homomorphism ψ : T → G is injective on the
vertices of T , then there exists a polyhedral map h : Hom (G,K)→ Hom (T,K),
such that topologically h = ψK .

Proof. This follows from an ad hoc by the direct analysis of point descriptions,
see Subsection 9.2.3. The crucial fact is the the cells are mapped to cells of
equal or smaller dimension. ⊓⊔

We are now ready to make the conclusion which is dual to Proposition 18.5.
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Proposition 18.10. . For any fixed graph K, the Hom construction yields
a contravariant functor Hom (−,K).

Proof. We only need to check the following fact: for any sequence of
graph homomorphisms ψ : T → G, and ϕ : G → L, the induced maps
ψK : Hom (G,K)→ Hom (T,K), and ϕK : Hom (L,K)→ Hom (G,K), satisfy the
identity

ψK ◦ ϕK = (ϕ ◦ ψ)K .
However, this identity is immediate on the level of poset maps. ⊓⊔

18.3.4 Aut (T )-action on Hom (T,G)

Again, the functoriality on the left has concrete and useful implications.

Proposition 18.11. The group Aut (T ) acts on Hom (T,G) by polyhedral
transformations.

Proof. Let ϕ ∈ Aut (T ), then ϕG : Hom (T,G) → Hom (T,G). As before, we
have

(ϕ−1)G ◦ ϕG = (ϕ ◦ ϕ−1)G = (idT )G = idHom (T,G).

Therefore, we get an action of Aut (T ) on Hom (T,G). By Proposition 18.9 this
action is polyhedral. ⊓⊔
Proposition 18.12. Let G be an arbitrary graph without loops. Let further-
more γ ∈ Aut (T ), and assume that there exists a vertex v ∈ V (T ), such that
(v, γ(v)) ∈ E(T ), then γG is a fixed point free map.

Proof. Since γG is a polyhedral map, if it has a fixed point, then there
must exist a cell which is preserved by γG. This means, that there exists η,
such that η(v) = η(γ(v)). On the other hand, (v, γ(v)) ∈ E(T ) implies that
η(v) × η(γ(v)) ∈ E(G), hence either G must have loops, or η(v) must be
empty. Each conclusion contradicts our assumptions. ⊓⊔

As an important example we single out the case when γ actually flips
some edge of the graph T . In this situation, Hom (T,G) is actually a Z2-space,
meaning a topological space with a free Z2-action. The reflection actions on
K2, C2r+1, and C2r (flipping two edges), are special cases of that.

18.3.5 Commuting relations

Proposition 18.13. Let ϕ : T → T ′, and ψ : G → G′ be graph homomor-
phisms. Then, the following diagram commutes

Hom (T ′, G)
ψT ′

−−−−→ Hom (T ′, G′)
yϕG

yϕG′

Hom (T,G)
ψT

−−−−→ Hom (T,G′)

(18.2)
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Proof. The easiest way to see that the diagram (18.2) commutes is on the
level of posets. The elements of F(Hom (T ′, G)) may be encoded as t-tuples of
sets (A1, . . . , At), where [t] = V (T ′), and Ai ⊆ V (G) for each i ∈ [t]. Following
the diagram either way we obtain the |V (T )|-tuple (. . . , ψ(Aϕ(v)), . . . ), where
the set ψ(Aϕ(v)) is in the position indexed by v ∈ V (T ). ⊓⊔

Obviously, the fact that the above diagram (18.2) commutes implies that
the map ψT : Hom (T,G) → Hom (T,G′) preserves Aut (T )-action, as well as
that the map ϕG : Hom (T ′, G)→ Hom (T,G) preserves Aut (G)-action.

Combined with the previous remarks, we see that, if γ is an involution of
T , which flips an edge, G and G′ have no loops, and ϕ : G → G′ is a graph
homomorphism, then ϕT : Hom (T,G) → Hom (T,G′) is a Z2-map (meaning
a Z2-equivariant map of Z2-spaces).

Example 18.14. An arbitrary graph homomorphism of loopfree graphs ϕ :
G → G′ will induce Z2-maps ϕK2 : Bip (G) → Bip (G′) and ϕC2r+1 :
Hom (C2r+1, G)→ Hom (C2r+1, G

′).

Furthermore, one can see that if γ acts both on the graph T , and on
the graph T ′, and we have a Γ -equivariant map ϕ : T → T ′, then the map
ϕG : Hom (T ′, G) → Hom (T,G) is Γ -equivariant as well; and the same is true
for the map ϕG : Hom (G,T )→ Hom (G,T ′).

More generally, if the diagram

T
α−−−−→ T̃

ϕ

y
yβ

T ′ ψ−−−−→ T̃ ′

(18.3)

commutes, then the diagram

Hom (T,G)
αG←−−−− Hom (T̃ , G)

ϕG

x
xβG

Hom (T ′, G)
ψG←−−−− Hom (T̃ ′, G)

(18.4)

commutes as well; and the same is true for the right argument.

Example 18.15. A Z2-equivariant inclusion i : K2 →֒ C2r+1 induces a Z2-map
iG : Hom (C2r+1, G)→ Bip (G).

Remark 18.16. All of the results in this section hold for general morphism
complexes as long as the set maps compose accordingly.



320 18 Structural theory of morphism complexes

18.4 Products, compositions, and Hom -complexes

18.4.1 Coproducts

For any three graphs G, H, and K, we have

Hom (G
∐

H,K) = Hom (G,K)× Hom (H,K), (18.5)

and, if G is connected, and G 6= K1, then also

Hom (G,H
∐

K) = Hom (G,H)
∐

Hom (G,K),

where the equality denotes isomorphism of polyhedral complexes.
The first formula is obvious. To verify the second one, note that, for any

graph homomorphism η : V (G) → 2V (H)∪V (K) \ {∅}, and any x, y ∈ V (G),
such that (x, y) ∈ E(G), if η(x) ∩ V (H) 6= ∅, then η(y) ⊆ V (H), which under
assumptions on G implies that

⋃
x∈V (G) η(x) ⊆ V (H).

18.4.2 Products.

For any three graphs G, H, and K, we have the following homotopy equiva-
lence:

Hom (G,H ×K) ≃ Hom (G,H)× Hom (G,K). (18.6)

This can be strengthened as follows.

Proposition 18.17. The left hand side of the formula (18.6) is simple ho-
motopy equivalent to the right hand side.

Proof. Consider the following three maps

2pH : 2V (H)×V (K) → 2V (H),

2pK : 2V (H)×V (K) → 2V (K),

and
c : 2V (H) × 2V (K) → 2V (H)×V (K),

where 2pH and 2pK are induced by the standard projection maps pH : V (H)×
V (K)→ V (H) and pK : V (H)× V (K)→ V (K), and c is given by c(A,B) =
A × B. We let ψ : 2V (H)×V (K) → 2V (H)×V (K) denote the composition map
ψ(S) = c(2pH (S), 2pK (S)) = 2pH (S)× 2pK (S).

Given a cell of Hom (G,H ×K) indexed by η : V (G)→ 2V (H)×V (K) \ {∅},
one can see that the composition function ψ ◦ η : V (G) → 2V (H)×V (K) \ {∅}
will also index a cell. Indeed, for any (x, y) ∈ E(G) we know that (η(x), η(y))
is a complete bipartite subgraph of H × K, which is the same as to say
that, for any α ∈ η(x), and β ∈ η(y), we have (pH(α), pH(β)) ∈ E(H), and
(pK(α), pK(β)) ∈ E(K). If we now choose α̃ ∈ ψ(η(x)), and β̃ ∈ ψ(η(y)),
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we have pH(α̃) = pH(α), for some α ∈ η(x), and pH(β̃) = pH(β), for
some β ∈ η(y), hence verifying that (pH(α̃), pH(β̃)) ∈ E(H). The fact that
(pK(α̃), pK(β̃)) ∈ E(K) can be proved analogously.

This means that we have a map

ϕ : F(Hom (G,H ×K))→ F(Hom (G,H ×K)).

It is easy to see that ϕ is order-preserving and ascending. It follows from
Theorem 13.12 that the complex∆(F(Hom (G,H×K))) = Bd (Hom (G,H×K))
collapses onto the complex ∆(Im(ϕ)).

On the other hand, we see that F(Hom (G,H)) × F(Hom (G,K)) ∼= Im(ϕ)
with the isomorphism given by the map (η1, η2) 7→ η, where η(x) = η1(x) ×
η2(x), for any x ∈ V (G). Thus we conclude that the complex Bd (Hom (G,H×
K)) collapses onto the complex ∆(F(Hom (G,H)) × F(Hom (G,K))). Our
argument is now complete, since we know that ∆(F(Hom (G,H)) ×
F(Hom (G,K))) ∼= ∆(F(Hom (G,H)))×∆(F(Hom (G,K))) = Bd (Hom (G,H))×
Bd (Hom (G,K)) ∼= Hom (G,H)× Hom (G,K). ⊓⊔

For the analog of the formula (18.6), where the direct product is taken on
the left, we need the following additional standard notion.

Definition 18.18. For two graphs H and K, the power graph KH is defined
by

• V (KH) is the set of all set maps f : V (H)→ V (K);
• (f, g) ∈ E(KH), for f, g : V (H)→ V (K), if and only if, whenever (v, w) ∈

E(H), we also have (f(v), g(w)) ∈ E(K).

It is easy to see that the power graph notion is introduced precisely so
that for any triple of graphs the following adjunction relation holds:

Hom
(0)(G×H,K) = Hom

(0)(G,KH). (18.7)

In our topological situation the formula (18.7) generalizes up to homotopy.
More precisely, we have the following homotopy equivalence

Hom (G×H,K) ≃ Hom (G,KH). (18.8)

Proposition 18.19. The left hand side of the formula (18.8) is simple ho-
motopy equivalent to the right hand side.

Proof. Define a map ψ : 2V (KH) → 2V (KH), ψ : Ω 7→ ψ(Ω), as follows: g ∈
ψ(Ω) if and only if g(x) ∈ {f(x) | f ∈ Ω}, for all x ∈ V (H). In other words, we
use the collection of functions Ω to specify the sets of values, which functions
from ψ(Ω) are allowed to take. Clearly, we have ψ(Ω) ⊇ Ω. Take a cell of

Hom (G,KH), η : V (G) → 2V (KH) \ {∅}, and consider the composition map

ψ ◦ η : V (G)→ 2V (KH) \ {∅}. Since η is a cell, we know that if (x, y) ∈ E(G),



322 18 Structural theory of morphism complexes

and α ∈ η(x), β ∈ η(y), then (α, β) ∈ E(KH), i.e., whenever (v, w) ∈ E(H),
we have (α(v), β(w)) ∈ E(K).

Choose α̃ ∈ ψ(η(x)), and β̃ ∈ ψ(η(y)). To check that (α̃, β̃) ∈ E(KH),
we need to check that for any (v, w) ∈ E(H), we have (α̃(v), β̃(w)) ∈ E(K).
However, by the definition of ψ, we know that α̃(v) = α(v), for some α ∈
η(x), and β̃(w) = β(w), for some β ∈ η(y). It follows that (α̃(v), β̃(w)) =
(α(v), β(w)) ∈ E(K), and hence ψ ◦ η is again a cell.

As a consequence, the composition gives us an order-preserving ascending
map ϕ : F(Hom (G,KH)) → F(Hom (G,KH)). The image of this map is iso-
morphic to F(Hom (G×H,K)). The isomorphism map takes the poset element

η : V (G)×V (H)→ 2V (K) \{∅} to the poset element η̃ : V (G)→ 2V (KH) \{∅}
defined by

η̃(x) = {f : V (H)→ V (K) | f(v) ∈ η(x, v), for all v ∈ V (H)},

for all x ∈ V (G). By Theorem 13.12, we conclude that the simplicial com-
plex ∆(F(Hom (G,KH))) = Bd (Hom (G,KH)) collapses onto its subcomplex
∆(Im(ϕ)) = Bd (Hom (G×H,K)). ⊓⊔

We obtain an interesting special case of the formula (18.8) when substitut-
ingG = Ko

1 (which means a graph with one looped vertex). SinceKo
1×H = H,

for any graph H, we conclude that Hom (H,K) ≃ Hom (Ko
1 ,K

H) for any two
graphs H and K. As seen directly, for an arbitrary graph G, Hom (Ko

1 , G) is the
clique complex of the looped part of G, i.e., of the subgraph induced by the
set of vertices which have loops. In particular, the complex Hom (Ko

1 , G) is sim-
plicial. On the other hand, a vertex f ∈ V (KH) has a loop if and only if f is
a graph homomorphism. We can therefore conclude that for arbitrary graphs
H and K the complex Hom (H,K) is homotopy equivalent to the clique com-
plex of the subgraph of KH , induced by the set of all graph homomorphisms
from H to K.

18.4.3 Composition of Hom -complexes

For three arbitrary graphs T,G, and K, there is a composition map

ξ : F(Hom (T,G))×F(Hom (G,K)) −→ F(Hom (T,K)),

whose detailed description is as follows: for graph homomorphisms α : V (T )→
2V (G) \ {∅}, and β : V (G) → 2V (K) \ {∅}, define the map β̃ : 2V (G) \ {∅} →
2V (K) \ {∅} by

for S ∈ 2V (G) \ {∅}, β̃(S) := ∪x∈Sβ(x),

and then set ξ(α, β) := (β̃ ◦ α : V (T )→ 2V (K) \ {∅}). It is easy to check that
this map is well-defined. Indeed, let x, y ∈ V (T ), such that (x, y) ∈ E(T ),
choose arbitrary a ∈ α(x), and b ∈ α(y), and then choose arbitrary ã ∈ β(a),
and b̃ ∈ β(b). Clearly, (x, y) ∈ E(T ) implies (a, b) ∈ E(G), since α is a
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graph homomorphism, which then implies (ã, b̃) ∈ E(K), since β is a graph
homomorphism.

Applying the nerve functor ∆ to the poset map ξ we get a simplicial map

∆(ξ) : ∆(F(Hom (T,G))×F(Hom (G,K))) −→ Bd (Hom (T,K)),

and hence, since for any posets P1 and P2, the simplicial complex ∆(P1×P2)
is homeomorphic to the polyhedral complex ∆(P1) × ∆(P2) (in fact it is its
subdivision), we have a corresponding topological map

Hom (T,G)× Hom (G,K) −→ Hom (T,K).

18.5 Folds

18.5.1 Definition and first properties

It has become clear early on that Hom -complexes behave well with respect to
the following standard operation from Graph Theory.

Definition 18.20. For a graph G and a vertex v ∈ V (G), the graph G − v
is called a fold of G if there exists a vertex u ∈ V (G), such that u 6= v and
N (u) ⊇ N (v).

Let G − v be a fold of G. We let i : G − v →֒ G denote the inclusion
homomorphism, and let f : G → G − v denote the folding homomorphism
defined by

f(x) =

{
u, for x = v;

x, for x 6= v.

Note that i is a graph homomorphism for an arbitrary choice of v ∈ V (G),
whereas f is a graph homomorphism if and only if G − v is a fold, so in
particular, this could be taken as an alternative definition of the fold.

Example 18.21.

• A tree folds to any one of its edges.
• A 4-cycle folds to any one of its edges.
• Let F be a forest. Its complement F̄ folds to a complete graph Kn, where

n is the maximal cardinality of an independent set in F .

Theorem 18.22. Let G− v be a fold of G and let H be some graph. Then

(1) the simplicial complex Bd Hom (G,H) collapses onto the simplicial complex
Bd Hom (G− v,H);

(2) the prodsimplicial complex Hom (H,G) collapses onto the prodsimplicial
complex Hom (H,G− v).
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The maps iH and fH are strong deformation retractions.

Corollary 18.23.
(1) If T is a finite tree with at least one edge, then the map iKn

: Hom (T,Kn)→
Bip (Kn) induced by any inclusion i : K2 →֒ T is a homotopy equivalence, in
particular Hom (T,Kn) ≃ Sn−2.
(2) If F is a finite forest, and T1, . . . , Tk are all its connected components

consisting of at least 2 vertices, then Hom (F,Kn) ≃
∏k
i=1 S

n−2.

Curiously, another computable special case is that of an unlooped comple-
ment of a forest.

Proposition 18.24. Let F be a finite forest, and let G be an arbitrary graph,
then Hom (F ,G) ≃ Hom (Km, G), where m is the maximal cardinality of an in-
dependent set in F .

18.5.2 Proof of the folding theorem.

Proof. First we show that Bd Hom (G,H) collapses onto Bd Hom (G − v,H).
Identify F(Hom (G − v,H)) with the subposet of F(Hom (G,H)) consisting
of all η, such that η(v) = η(u). Let X be the subposet consisting of all
η ∈ F(Hom (G,H)) satisfying η(v) ⊇ η(u). Then F(Hom (G − v,H)) ⊆ X ⊆
F(Hom (G,H)). Consider order preserving maps

F(Hom (G,H))
α−→ X

β−→ F(Hom (G− v,H)),

defined by

αη(x) =

{
η(u) ∪ η(v), for x = v;

η(x), otherwise;
βη(x) =

{
η(u), for x = v;

η(x), otherwise;

for all x ∈ V (G); see Figure 18.6. Maps α and β are well-defined because G−v
is a fold of G. Clearly β ◦α = F(iH), α is an ascending closure operator, and
β is a descending closure operator. Since ImF(iH) = F(Hom (G− v,H)), the
statement follows from Theorem 13.12.

We show that Hom (H,G) collapses onto Hom (H,G − v) by presenting
a sequence of elementary collapses. Denote V (H) = {x1, . . . , xt}. For η ∈
F(Hom (H,G)), let 1 ≤ i(η) ≤ t be the minimal index such that v ∈ η(xi(η)).
Write F(Hom (H,G)) as a disjoint union A ∪ B ∪ F(Hom (H,G − v)), defined
as follows: for η ∈ A ∪ B we have η ∈ A if u /∈ η(xi(η)), and we have η ∈ B
otherwise.

There is a bijection ϕ : A→ B which adds u to η(xi(η)) without changing
other values of η. Adding u to η(xi(η)) yields an element in F(Hom (H,G))
since G− v is a fold of G. Clearly, ϕ(α) covers α, for all α ∈ A. We take the
set {(α,ϕ(α)) |α ∈ A} to be our collection of the elementary collapses. These
are ordered lexicographically after the pairs of integers (i(α),− dimα).
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X Bip (K3)Hom (L3,K3)

Fig. 18.6. A two-step folding of the first argument in Hom (L3,K3).

Let us see that these collapses can be performed in this lexicographic
order. Take η > α, η 6= ϕ(α). Assume i(η) = i(α). If η ∈ B, then η = ϕ(α̃),
i(α̃) = i(α), and dim α̃ > dimα. Otherwise η ∈ A and dim η > dimα. The
third possibility is that i(η) < i(α). In either case, η has been removed before
α was. ⊓⊔

Instead of verifying that the sequence of collapses is correct in the last
paragraph of the proof we could simply notice that the defined matching is
acyclic and derive the result by Discrete Morse Theory, see Theorem 11.13.

Remark 18.25. In analogy with the first part of the proof, we can show that
Bd Hom (H,G) collapses onto Bd Hom (H,G− v) by rewriting F(fH) as a com-
position of two closure operators.

Indeed, let Y be the subposet consisting of all η ∈ F(Hom (H,G)) such
that for all x ∈ V (H), η(x) ∩ {u, v} 6= {v}, i.e., for any x ∈ V (H) we have:
if v ∈ η(x), then u ∈ η(x). Then F(Hom (H,G − v)) ⊆ Y ⊆ F(Hom (H,G)).
Consider order preserving maps

F(Hom (H,G)) ϕ−→ Y
ψ−→ F(Hom (H,G− v)),

defined by

ϕη(x) =

{
η(x) ∪ {u}, if v ∈ η(x);
η(x), otherwise;

ψη(x) =

{
η(x) \ {v}, if v ∈ η(x);
η(x), otherwise;

for all x ∈ V (H).
The map φ is well-defined because G − v is a fold of G, and the map ψ

is well-defined by the construction of Y . We see that ψ ◦ ϕ = F(fH), ϕ is
an ascending closure operator, and ψ is a descending closure operator. Since
ImF(fH) = F(Hom (H,G− v)), the statement follows from Theorem 13.12.
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18.6 Bibliographic notes

Proposition 18.1 was first formulated and proved by the author in [Ko05a,
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source for the proof in its full generality. An independent proof by Živaljević
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Theorem 18.3 was proved in [Ko06c]. That the neighborhood complex
N (G) is homotopy equivalent to Bip (G) was know earlier, see, e.g., [BK06]
for an argument.

Most of the contents of Sections 18.3 and 18.4 was used explicitly or im-
plicitly in the series of papers [BK03, BK06, BK04]. Our presentation here
follows in large parts the author’s survey article [Ko05a], where a comprehen-
sive structure theory for the Hom -complexes was fixed on paper.

Our treatment of the topological implications of folds largely fol-
lows [Ko06a] where the general Theorem 18.22 was proved in [Ko06a]. Various
special cases of this theorem were known before, see [BK06, Cs05, Doc04].
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Using characteristic classes to design tests for
chromatic numbers of graphs

In principle, all sorts of characteristic classes carry obstructions to graph col-
orings. Here we shall look at the applications of Stiefel-Whitney classes asso-
ciated to free involutions.

19.1 Stiefel-Whitney characteristic classes and test
graphs

19.1.1 Powers of Stiefel-Whitney classes and chromatic numbers
of graphs

The following theorem describes the standard way to use the non-nullity of
the powers of Stiefel-Whitney characteristic classes associated to Z2-spaces as
tests for graph colorings.

Theorem 19.1. Let T and G be two arbitrary graphs, such that T has a Z2-
action, which flips some edge in T , whereas G has no loops. Assume that
̟k

1 (Hom (T,G)) 6= 0, and that ̟k
1 (Hom (T,Km)) = 0, for some integers k ≥ 0,

m ≥ 1. Then we can conclude that χ(G) ≥ m+ 1.

Proof. By Proposition 18.12, we know that, under the assumptions of the
theorem, the prodsimplicial complex Hom (T,H) is a Z2-space for any loopfree
graph H.

Assume now that the graph G ism-colorable, i.e., that there exists a graph
homomorphism ϕ : G→ Km. By functoriality of the Hom -construction, it will
induce a Z2-map ϕT : Hom (T,G)→ Hom (T,Km).

Since the Stiefel-Whitney characteristic classes are functorial and we as-
sumed that ̟k

1 (Hom (T,Km)) = 0, the existence of the Z2-map ϕT implies
that also ̟k

1 (Hom (T,G)) = 0, thus yielding a contradiction to the assumption
of the theorem. ⊓⊔

Examples of graphs which appear as the graph T in Theorem 19.1 include
the complete graphs and the cycles.
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Remark 19.2. It is easy to see that the proof of Theorem 19.1 works just the
same if the family of complete graphs is replaced with some other family, and
we are interested in obtaining obstructions to the maps from some graph G
into this new family.

19.1.2 Stiefel-Whitney test graphs

The next definition describes the family of test graphs, which are most use-
ful when it comes to looking for characteristic class obstructions to graph
colorings.

Definition 19.3. Let T be a graph with a Z2-action which flips an edge. Then,
T is called Stiefel-Whitney n-test graph, if we have

h(Hom (T,Kn)) = n− χ(T ).

Furthermore, T is called Stiefel-Whitney test graph if it is Stiefel-Whitney
n-test graph for any integer n ≥ χ(T ).

A direct application of Theorem 19.1 yields the next corollary, which also
serves as an explanation for our terminology.

Corollary 19.4. Assume T is a Stiefel-Whitney test graph, then, for an ar-
bitrary graph G, we have

χ(G) ≥ χ(T ) + h(Hom (T,G)). (19.1)

This property can be taken as a blueprint for the homotopy version of
Stiefel-Whitney test graphs.

Definition 19.5. A graph T is called a homotopy test graph, if, for an
arbitrary graph G, the following equation is satisfied

χ(G) > χ(T ) + conn Hom (T,G). (19.2)

Note, that by Corollary 8.26, we have h(X) ≥ connX+1, for an arbitrary
Z2-space X. Therefore, comparing equations (19.2) and (19.1), we see that if
a graph T is a Stiefel-Whitney test graph, then, it is also a homotopy test
graph.

Let us stress again that, in analogy to the fact that the height is defined
for Z2-spaces, the term Stiefel-Whitney test graph actually refers to a pair
(T, γ), where T is a graph, and γ is an involution of T , which flips an edge.
The following question arises naturally in this context.

We describe an important extension property of the class of Stiefel-
Whitney test graphs.
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Proposition 19.6. Let T be an arbitrary graph, and let A and B be Stiefel-
Whitney test graphs, such that χ(T ) = χ(A) = χ(B). Assume further that
there exist Z2-equivariant graph homomorphisms ϕ : A→ T and ψ : T → B.
Then, T is also a Stiefel-Whitney test graph.

Proof. Let n be an arbitrary positive integer. By the functoriality of Stiefel-
Whitney characteristic classes, we have

h(Hom (A,Kn)) ≤ h(Hom (T,Kn)) ≤ h(Hom (B,Kn)).

Hence n − χ(A) ≤ h(Hom (T,Kn)) ≤ n − χ(B), which, by the assumptions of
the proposition, implies h(Hom (T,Kn)) = n− χ(T ). ⊓⊔

The next corollary describes a simple, but instructive example of the sit-
uation in Proposition 19.6.

Corollary 19.7. Any connected bipartite graph T with a Z2-action which flips
an edge is a Stiefel-Whitney test graph.

Indeed, we have Z2-equivariant graph homomorphisms K2 →֒ T → K2,
where the first one is the inclusion of the flipped edge, and the second one
is the arbitrary coloring map. Since, by Proposition 19.8, K2 is a Stiefel-
Whitney test graph, we conclude that T is also a Stiefel-Whitney test graph.
In particular, any even cycle with the Z2-action which flips an edge is a Stiefel-
Whitney test graph.

19.2 Examples of Stiefel-Whitney test graphs

19.2.1 Complexes of complete multipartite subgraphs.

As we have seen in Theorem 18.3 that the complex Bip (G) has the same
simple homotopy type as the neighbourhood complex of G. In particular, the
complex Bip (Kn) is homotopy equivalent to the sphere Sn−2. The following
proposition summarizes a more complete information.

Proposition 19.8.
(a) The prodsimplicial complex Bip (Kn+1) is isomorphic as a polyhedral com-
plex to the boundary complex of the Minkowski sum ∆n + (−∆n).
(b) The Z2-action on Bip (Kn+1), induced by the flip action of Z2 on K2,
corresponds under this isomorphism to the central symmetry.

Proof. Let Mn stand for the Minkowski sum

[−1/2, 1/2]n + [(−1/2,−1/2, . . . ,−1/2), (1/2, 1/2, . . . , 1/2)],

where [−1/2, 1/2]n denotes the cube in Rn whose vertices are all the points
with coordinates having the absolute value 1/2. The polytope Mn is a zono-
tope in Rn. Its dual, M∗

n, is the polytope associated to the hyperplane ar-
rangement A = {A1, . . . ,An+1} defined by
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Ai =
{
(xi = 0), for 1 ≤ i ≤ n;
(
∑n
j=1 xj = 0), for i = n+ 1.

Let us identify each cell η : V (K2) → 2V (Kn) \ {∅} of Bip (K2) with the
ordered pair (A,B) of non-empty subsets of [n], by taking A = η(1) and
B = η(2). Set P := F(Bip (Kn+1))

op. We shall see that P is isomorphic to
the face poset of Mn, where we set Q := F(Mn). The future isomorphism will
be denoted by ρ.

First, note that faces of the cube [−1/2, 1/2]n are encoded by all n-tuples of
1/2, −1/2, and the symbol ∗, where the latter symbol denotes the coordinate
where the value can be chosen arbitrarily from the interval [−1/2, 1/2]. For
an arbitrary n-tuple x, we let supp (x) ⊆ [n] denote the set of the indices
of coordinates which are either non-zero, or are denoted with the symbol ∗.
Additionally, for an arbitrary number k, we let supp (x, k) ⊆ [n] denote the
set of the indices of the coordinates which are equal to k (in particular, they
cannot be denoted with the symbol ∗).

Vertices of Mn are labeled by all n-tuples of 1, −1, and 0, such that 1 and
−1 are not present simultaneously, and not all the coordinates are equal to 0,
that is v is a vertex of Mn if and only if v ∈ {0, 1}n, or v ∈ {0,−1}n, and
v 6= (0, . . . , 0). These vertices correspond to atoms in P as follows:

v
ρ←→

{
(supp (v), [n+ 1] \ supp (v)), if v ∈ {0, 1}n;
([n+ 1] \ supp (v), supp (v)), if v ∈ {0,−1}n.

Clearly, restricted to atoms, ρ is a bijection.
Those faces of Mn which are contained in the closed star of (1, . . . , 1) can

be indexed by f ∈ {0, 1, ∗}n, where |supp (f, 1)| ≥ 1. Symmetrically, those
faces of Mn which are contained in the closed star of (−1, . . . ,−1) can be
indexed by f ∈ {0,−1, ∗}n, where |supp (f,−1)| ≥ 1. For these faces ρ can be
defined as follows:

f
ρ←→

{
(supp (f, 1), supp (f, 0) ∪ {n+ 1}), if f ∈ St (1, . . . , 1);

(supp (f, 0) ∪ {n+ 1}, supp (f,−1)), if f ∈ St (−1, . . . ,−1).

Finally, we consider the faces of Mn which are not in St (1, . . . , 1) ∪
St (−1, . . . ,−1). Each such face is the convex hull of the union of two faces,
f ∪ f̃ , such that f ∈ St (1, . . . , 1), f̃ ∈ St (−1, . . . ,−1), with the con-
dition that supp (f, 0) = supp (f̃ ,−1), supp (f, 1) = supp (f̃ , 0). The ele-
ment of P associated to such a face under ρ is (supp (f, 1), supp (f, 0)) =
(supp (f̃ , 0), supp (f̃ ,−1)).

It is an easy exercise to check that ρ defines a poset isomorphism between
P and Q, which in turn induces the required cell complex isomorphism.

Finally, a brief scanning through the definition of ρ in different cases reveals
that ρ is equivariant with respect to the described Z2-actions on both sides.
Hence the last part of the proposition follows. ⊓⊔
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The following notion provides an alternative way for describing the com-
plexes all n-colorings of complete graphs.

Definition 19.9. Let X1, . . . , Xt be a family of abstract simplicial complexes
with isomorphic sets of vertices. The deleted product of this family is the
subcomplex of the direct product of X1, . . . , Xt, consisting of all cells τ1×· · ·×
τt, satisfying τi ∩ τj = ∅, for any i 6= j.

Clearly, the complex Hom (Km,Kn) can be viewed as a deleted product of
m copies of (n − 1)-dimensional simplices. In this context, the special case
m = 2 which is dealt with in Proposition 19.8, is well-known.

1
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1

2 35

1

24 3

15

2 3

1

2 34

Link of a vertex in Hom (K3,K5)

Fig. 19.1. Complexes of graph homomorphisms between complete graphs.

For m ≥ 3, the prodsimplicial complexes Hom (Km, G) can be thought of as
consisting of all complete m-partite subgraphs of G. Even in the case G = Kn,
it seems complicated to understand Hom (Km, G) up to homeomorphism, see
Figure 19.1. However, we still obtain a good description of the homotopy type.

Theorem 19.10. Let us assume that m and n are positive integers, and that
n ≥ m. The prodsimplicial complex of all n-colorings of a complete graph
with m vertices, Hom (Km,Kn), is homotopy equivalent to a wedge of (n−m)-
dimensional spheres.

Proof. We use induction on m and on n −m. The base is provided by the
cases Hom (K1,Kn), which is a simplex with n vertices, hence contractible, and
Hom (Kn,Kn), which consists of n! points, that is a wedge of n!− 1 spheres of
dimension 0. We assume now that m ≥ 2 and n ≥ m+ 1.

For i ∈ [m] let Ai be the subcomplex of Hom (Km,Kn) defined by:
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Ai = {η : [m]→ 2[n] \ {∅} |n /∈ η(j), for j ∈ [m], j 6= i}.

Since any two vertices of Km are connected by an edge, n cannot be in η(i1)∩
η(i2), for i1 6= i2. This implies that

⋃m
i=1Ai = Hom (Km,Kn).

Clearly, for any i 6= j, i, j ∈ [m], we have

Ai ∩Aj = {η : [m]→ 2[n] \ {∅} |n /∈ η(k), for all k ∈ [m]},

so Ai ∩ Aj is isomorphic to Hom (Km,Kn−1), hence, by induction, it is (n −
m− 2)-connected.

We shall now see that each Ai is (n−m− 1)-connected. Since all Ai’s are
isomorphic to each other, it is enough to consider A1. Let us describe a partial
matching on P(A1). For η ∈ P(A1), such that n /∈ η(1), we set µ(η) := η̃,
defined by:

η̃(i) =

{
η(1) ∪ {n}, for i = 1;

η(i), for i = 2, 3, . . . ,m.

Obviously, this is an acyclic matching and the critical cells form a sub-
complex Ã ⊆ A defined by: η ∈ Ã in and only if η(1) = {n}. Thus

Ã = Hom (Km−1,Kn−1). Since, by Theorem 11.13 Ã is homotopy equivalent to

A1, and Ã is (n−m−1)-connected by the induction assumption, we conclude
that Ai is (n−m− 1)-connected for any i.

It follows from Theorem 15.24 that the space Hom (Km,Kn) is (n−m−1)-
connected, since the nerve of the covering is in fact contractible. On the other
hand, the dimension of the complex Hom (Km,Kn) is n−m, and therefore it
follows from Proposition 6.35 that Hom (Km,Kn) is homotopy equivalent to
a wedge of spheres. ⊓⊔

Introducing a new piece of notation, let us say that the complex
Hom (Km,Kn) is homotopy equivalent to a wedge of f(m,n) spheres. Let
S(−,−) denote the Stirling numbers of the second kind, and SFk(x) =∑
n≥k S(n, k)x

n denote the generating function (in the first variable) for these
numbers. It is a well-known fact from Enumerative Combinatorics that

SFk(x) = xk/((1− x)(1− 2x) . . . (1− kx)).

For m ≥ 1, let Fm(x) =
∑
n≥1 f(m,n)x

n be the generating function (in
the second variable) for the number of the spheres. Clearly, F1(x) = 0, and
F2(x) = x2/(1− x).

Proposition 19.11. The numbers f(m,n) satisfy the following recurrence re-
lation

f(m,n) = mf(m− 1, n− 1) + (m− 1)f(m,n− 1), (19.3)

for n > m ≥ 2; with the boundary values f(n, n) = n! − 1, f(1, n) = 0 for
n ≥ 1, and f(m,n) = 0 for m > n.

Then, the generating function Fm(x) is given by the equation:
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Fm(x) = (m! · x · SFm−1(x)− xm)/(1 + x). (19.4)

As a consequence, the following non-recursive formulae are valid:

f(m,n) = (−1)m+n+1 +m!(−1)n
n∑

k=m

(−1)kS(k − 1,m− 1), (19.5)

and

f(m,n) =

m−1∑

k=1

(−1)m+k+1

(
m

k + 1

)
kn, (19.6)

for n ≥ m ≥ 1.

Proof. Let χ(m,n) be the short-hand notation for the non-reduced Euler
characteristics of the complexes Hom (Km,Kn), and, for i = 1, . . . ,m, let the
subcomplex Ai be as in the proof of Theorem 19.10. Since we know that
Hom (Km,Kn) =

⋃m
i=1Ai, Ai ∩ Aj = Hom (Km,Kn−1), for all i 6= j, and Ai ≃

Hom (Km−1,Kn−1), for i ∈ [m], we can conclude by using simple inclusion-
exclusion counting that

χ(m,n) = mχ(m− 1, n− 1)− (m− 1)χ(m,n− 1), (19.7)

for n > m ≥ 2, and that additionally χ(n, n) = n!, χ(1, n) = 1, for n ≥ 1.
Since χ(m,n) = 1+(−1)m−nf(m,n), a simple computation shows the validity
of the relation (19.3).

For m ≥ 1, let Gm(x) =
∑
n≥1 χ(m,n)x

n. Multiplying each side of the
equation (19.7) by xn and summing over all n yields Gm(x) = m·x·Gm−1(x)−
(m− 1) · x ·Gm(x), implying

Gm(x) =
mx

1 + (m− 1)x
Gm−1(x),

for m ≥ 1, and hence, since G0(x) = 1/(1− x), we get

Gm(x) =
m! · xm

(1− x)(1 + x)(1 + 2x) . . . (1 + (m− 1)x)
=

m! · x · (−1)m−1 · SFm−1(−x)/(1− x), (19.8)

for m ≥ 0. By multiplying the identity f(m,n) = (−1)m+n(χ(m,n)− 1) with
xn and summing over all n ≥ m, we get

Fm(x) = (−1)mGm(−x)− xm/(1 + x) =

(−1)m ·m! · (−x) · (−1)m−1 · SFm−1(x)/(1 + x)− xm/(1 + x) =

(m! · x · SFm−1(x)− xm)/(1 + x). (19.9)

Equation (19.5) follows now from comparing the coefficients in equa-
tion (19.4). To prove equation (19.6) we see that it fits the boundary val-
ues and satisfies the recurrence relation (19.3). Verifying relation (19.3) is
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straightforward, and so is checking that equation (19.6) holds for m = 1 and
for m = 2. Finally, the validity of equation (19.6) for n = m ≥ 2 can be
seen by expanding the expression (ex−1)n · e−x by the binomial theorem and
comparing the coefficient of xn on both sides of the expansion. ⊓⊔

In particular, for small values of m, we obtain the following explicit formu-
lae: f(2, n) = 1, for n ≥ 2, f(3, n) = 2n−3, for n ≥ 3, f(4, n) = 3n−4 ·2n+6,
for n ≥ 4, f(5, n) = 4n − 5 · 3n + 10 · 2n − 10, for n ≥ 5.

We can now use Theorem 19.10 to give lower bounds for chromatic num-
bers of graphs in terms of Stiefel-Whitney classes of complexes of graph ho-
momorphisms from complete graphs.

Theorem 19.12. Let G be a graph, and let n, k ∈ Z, such that n ≥ 2, k ≥ −1.
If ̟k

1 (Hom (Kn, G)) 6= 0, then χ(G) ≥ k + n.

Proof. After substituting T = Kn, and m = k + n − 1, in the Theo-
rem 19.1, all we need to do is to see that ̟k

1 (Hom (Kn,Kk+n−1)) = 0. By
Theorem 19.10, the complex Hom (Kn,Kk+n−1) is homotopy equivalent to
a wedge of (k − 1)-dimensional spheres. Hence, by dimensional reasons we
conclude that ̟k

1 (Hom (Kn,Kk+n−1)) = 0. ⊓⊔

19.2.2 Odd cycles as Stiefel-Whitney test graphs

Recall that for r ∈ N, we let C2r+1 denote both the cyclic graph with 2r + 1
vertices and the additive cyclic group with 2r + 1 elements. The adjacent
vertices of v ∈ C2r+1 get labels v + 1 and v − 1. Taking the negative in the
cyclic group gives an involution γ of the graph with a fixed vertex 0 and
a flipped edge (r, r + 1).

The study of the complexesXr,n := Hom (C2r+1,Kn), where r ≥ 1, and n ≥
3, has been of special interest. Under the involution above, Xr,n is a Z2-space,
hence the Stiefel-Whitney characteristic class ̟1(Xr,n) ∈ H1(Xr,n/Z2;Z2) of
the associated line bundle can be considered.

Theorem 19.13. (Babson-Kozlov Conjecture).
For all integers r and n, such that r ≥ 1, n ≥ 3, we have

̟n−2
1 (Xr,n) = 0. (19.10)

We shall now give a short self-contained combinatorial proof of Theo-
rem 19.13 by taking a concrete cochain representative of ̟n−2

1 (Xr,n) and cer-
tifying that it is a coboundary of another cochain for which we shall provide
a combinatorial description.

First we fix notations. For an arbitrary cell complex X, we let Xd denote
the set of d-dimensional cells of X (this is different from taking a d-skeleton).
Since we are working with coefficients from Z2, we may identify d-cochains
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with their support subsets of Xd. Under this identification, the cochain addi-
tion is replaced by the symmetric difference of sets, which we denote by the
symbol ⊕. The coboundary operator translates to

∂S =
⊕

σ∈S

{τ ∈ Xd+1
r,n | τ ⊃ σ},

for an arbitrary subset S ⊆ Xd
r,n. For any v ∈ C2r+1, we set

Av := {σ ∈ Xn−2
r,n |σ(v) = [n− 1]}

and
Bv := {σ ∈ Xn−3

r,n |σ(v − 1) ∪ σ(v + 1) = [n− 1]}.
For S ⊆ Xd

r,n, set

q(S) :=
⊕

σ∈S

{Z2σ} ∈ Cd(Xr,n/Z2),

where Z2σ = {σ, γσ}. We see that q(A0) = ∅, because A0 is symmetric with
respect to the Z2-action. Also, we clearly have q(S ⊕ T ) = q(S) ⊕ q(T ), for
any S, T ⊆ Xd

r,n. Finally, since τ ∩ γτ = ∅, for any cell τ ∈ Xd+1
r,n , we have the

commutation relation q(∂S) = ∂q(S), for any S ⊆ Xd
r,n.

It is easy to describe a cochain representing the cohomology class
̟n−2

1 (Xr,n). To do that, let ι : K2 →֒ C2r+1 be the graph homomorphism
given by ι(1) = r, ι(2) = r + 1, where V (K2) = {1, 2}. This induces an alge-
bra homomorphism

ϕ : H∗(Bip (Kn)/Z2;Z2)→ H∗(Xr,n/Z2;Z2).

It follows from Proposition 19.8 that Bip (Kn)/Z2
∼= RPn−2. Let us choose

τ ∈ Bip (Kn)
n−2, which is given by τ(1) = [n − 1], τ(2) = {n}. Since the

cohomology class, which is represented by the dual of an arbitrary cell, gen-
erates the group Hn−2(RPn−2;Z2), we have ̟n−2

1 (Bip (Kn)) = [{Z2τ}]. By
functoriality of Stiefel-Whitney characteristic classes, we get

̟n−2
1 (Xr,n) = [ϕ({Z2τ})].

Comparing this to our notations we derive

̟n−2
1 (Xr,n) = [q(Ar)]. (19.11)

The next lemma provides the crucial combinatorial ingredient, needed for
the proof of Theorem 19.13.

Lemma 19.14. We have ∂Bv = Av−1 ⊕Av+1, for any v ∈ C2r+1.
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Proof. According to our construction, the cells in ∂Bv are obtained by taking
a cell σ ∈ Bv and adding x to σ(w), for some x ∈ [n], w ∈ C2r+1. We consider
two cases.

Case 1. When w 6= v ± 1, we get a cell τ which appears in ∂Bv twice: once
in ∂σ1, and once in ∂σ2, where σ1, σ2 are obtained from τ by deleting one of
the elements from τ(w).

Case 2. When w = v ± 1, we also get a cell τ which appears in ∂Bv twice:
once in ∂σ1, and once in ∂σ2, where σ1, σ2 are obtained from τ by deleting
{x} = τ(v−1)∩τ(v+1) either from τ(v−1) or from τ(v+1); unless of course
we have |τ(v − 1)| = 1 or |τ(v + 1)| = 1.

The latter cells in Case 2 appear once in ∂Bv and yield the desired term
Av−1 ⊕Av+1. ⊓⊔

We are now ready to give the proof of the theorem.

Proof of Theorem 19.13.
To start with, we take the shortest way to get from the vertex labeled r to the
vertex labeled 0 in the graph C2r+1, where each step consists of jumping over
a vertex in the graph. The direction in which we should start jumping depends
on the parity of r. Accordingly, if r is even, set t := r/2, and vi := r− 2i+ 1,
for i ∈ [t], else set t := (r + 1)/2, and vi := r + 2i− 1, for i ∈ [t].

We find the cochain, whose coboundary equals to the representative of the
appropriate power of the Stiefel-Whitney characteristic class, by setting

K :=
t⊕

i=1

q(Bvi). (19.12)

Indeed, the straightforward coboundary computation yields

∂K =

t⊕

i=1

∂q(Bvi) =

t⊕

i=1

q(∂Bvi) =

=

t⊕

i=1

(q(Avi−1)⊕ q(Avi+1)) = q(Ar)⊕ q(A0) = q(Ar),

hence the sequence of equalities

̟n−2
1 (Xr,n) = [q(Ar)] = [∂K] = 0

finishes the proof. ⊓⊔
An example of the cochain K defined by equation (19.12) is shown on

Figure 19.2.
The following theorem is an important corollary of Theorem 19.13.

Theorem 19.15. (Lovász Conjecture).
For an arbitrary graph G, and any integers r and k, such that r ≥ 1, k ≥ −1,
we have the following implication:
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1
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32

1

23

12

2

13

21
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13

31

1

33

12

2

33

21

Fig. 19.2. A cochain whose coboundary equals to the power of the characteristic
class.

if the complex Hom (C2r+1, G) is k-connected, then χ(G) ≥ k + 4.

Proof. Assume that χ(G) ≤ k + 3, which means that there exists a graph
homomorphism ϕ : G → Kk+3. By functoriality of the Hom -construction this
yields a Z2-map

ψ : Hom (C2r+1, G)→ Hom (C2r+1,Kk+3).

On the other hand: if Hom (C2r+1, G) is k-connected, then according to Corol-
lary 8.26 there exists a Z2-map ρ : Sk+1

a → Hom (C2r+1, G). For the character-
istic classes this gives

0 = wk+1(Hom (C2r+1,Kk+3)) −→ wk+1(Hom (C2r+1, G)) −→
−→ wk+1(Sk+1

a ) 6= 0

thus yielding a contradiction. ⊓⊔

19.3 Homology tests for graph colorings

It is important to stress that most of the results, which provide lower bounds
for the chromatic numbers of graphs in terms of topological invariants for some
associated complexes, are actually tests. These tests are used as follows: given
a family of graphs, one tries to compute various invariants, and those which
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one succeeds to compute will give lower bounds for the chromatic number.
It can therefore be useful to have tests which are derived from other tests,
but which can be easier to compute. In this section we describe one instance
of such situation, by deriving homology tests from the tests based on Stiefel-
Whitney characteristic classes.

19.3.1 The symmetrizer operator and related structures

A standard notion which one considers in the context of Z2-spaces (X, γ) is
the so-called symmetrizer operator θ : C∗(X;Z2) → C∗(X;Z2). It is defined
by setting θ(ϕ) := ϕ+ γ∗(ϕ), for arbitrary ϕ ∈ C∗(X;Z2). Note that γ∗ ◦ θ =
θ ◦ γ∗ = θ, hence θ ◦ θ = 0. Also we remark that the symmetrizer operator
commutes with the coboundary operator. When c is an i-dimensional cell ofX,
we let c∗ denote the corresponding generator of the cochain group Ci(X;Z2).
With these notations, we have

q∗(q(c)∗) = θ(c∗), (19.13)

for an arbitrary i-cell c. Indeed, θ(c∗) = c∗ + γ∗(c∗) = c∗ + γ(c)∗. The latter
cochain evaluates to 1 on c and on γ(c), and to 0 on other cells, which by
definition is the same as the left hand side of (19.13).

An easy, but important for us observation, is that for an arbitrary Z2-space
X we have

Im(θ) = Im(q∗) = C∗
Z2
(X;Z2). (19.14)

The crucial fact needed to see (19.14) is that the involution γ is fixed point
free. Indeed, for any nonnegative integer i, the vector space CiZ2

(X;Z2) has
a basis consisting of θ(c∗), where c ranges over a set of i-dimensional cells ofX,
obtained by choosing exactly one cell from each orbit of the Z2-action on the
set of all i-dimensional cells ofX. This shows that Im(θ) = C∗

Z2
(X;Z2). On the

other hand, the equation (19.13) implies immediately that Im(q∗) ⊆ Im(θ).
In fact, one sees further that q∗ : C∗(X/Z2;Z2) → Im(θ) is an isomorphism.
We let p∗ : Im(θ)→ C∗(X/Z2;Z2) denote its inverse.

19.3.2 The topological rationale for the tests

Theorem 19.16. Let X be a nonempty Z2-space with finite Stiefel-Whitney
height, then we have H̃h(X)(X;Z2) 6= 0.

As a separate remark, we note that the Theorem 19.16 does not get
stronger if we, as it would be natural to do in full parallel with the the-

orem of Walker, write the invariant cohomology H
h(X)
Z2

(X;Z2) instead of

Hh(X)(X;Z2). This is true because if V is a non-trivial vector space over
Z2, and γ is an involution of V , then γ fixes a nontrivial subspace of V . To
see the latter fact, simply take any nonzero element x ∈ V , and notice that
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either x + γ(x) is a nonzero vector fixed by γ, or else x + γ(x) = 0, hence
x = γ(x), and so x is a nonzero vector fixed by γ. As a matter of fact, the
cohomology class which our proof of the Theorem 19.16 produces will come
out to be Z2-invariant anyway.

Proof of Theorem 19.16. For convenience of notations we set d := h(X).
Let ϕ : X → S∞a be a cellular Z2-map, and consider the commuting diagram
of topological spaces and continuous maps, shown on Figure 19.3, where the
vertical arrows correspond to quotient maps.

γ

X

X/Z2

S∞
a

RP∞

q f

ϕ

ϕ/Z2

Fig. 19.3. The commuting diagram of topological spaces.

It induces a commuting diagram of cochain Z2-algebras, shown on Fig-
ure 19.4.

q∗

C∗(X;Z2)

C∗(X/Z2;Z2)

C∗(S∞
a ;Z2)

C∗(RP∞;Z2)

q∗

ϕ∗

f∗

(ϕ/Z2)
∗

p∗

γ∗ θ

ϕ∗

(ϕ/Z2)
∗

{r∗i }

{h∗i }

f∗

{ci}

{si}

p∗

Fig. 19.4. The commuting diagram of cochain algebras, and the special cochain
elements.

For all nonnegative integers i, we have θ(h∗i ) = f∗(r∗i ), and we set ci :=
ϕ∗(h∗i ), and si := (ϕ/Z2)

∗(r∗i ), see Figure 19.4. Then we have ∂ci = θci+1,
since ϕ∗ is Z2-invariant, and, furthermore q∗(si) = θci for all i, by commuta-
tivity of the diagram on Figure 19.4.

By our construction, [sd+1] is a trivial class inH
d+1(X/Z2;Z2), i.e., sd+1 =

∂ζ, for some ζ ∈ Cd(X/Z2;Z2). It follows that
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θcd+1 = q∗(sd+1) = q∗(∂ζ) = ∂(q∗ζ) = ∂(θτ),

for some τ ∈ Cd(X;Z2).
The calculation ∂(cd + θτ) = θcd+1 + ∂(θτ) = 0 shows that cd + θτ is

a cocycle. On the other hand,

γ∗(cd + θτ) = γ∗(cd) + θτ = θcd + cd + θτ = ∂cd−1 + (cd + θτ),

hence additionally the cohomology class [cd + θτ ] is Z2-invariant.
If the class [cd+θτ ] is trivial, then there exists a cochain η ∈ Cd−1(X;Z2),

such that ∂η = cd+θτ . Applying the symmetrizer operator we obtain ∂(θη) =
θ(∂η) = θ(cd + θτ) = θcd.

Finally, we apply p∗ to the last equality. Since p∗(θcd) = sd, we obtain
sd = ∂(p∗(θη)), in particular [sd] = 0, yielding a contradiction. ⊓⊔

Since we are working over the field Z2, the cohomology groups are iso-
morphic to the homology groups, so the Theorem 19.16 implies the following
result.

Corollary 19.17. Let X be a nonempty Z2-space with finite height, then we
have H̃h(X)(X;Z2) 6= 0.

Furthermore, Theorem 19.16 is optimal in the sense that its converse does
not hold. In other words, it is not true that the minimal dimension, in which
the reduced cohomology with Z2-coefficients of the space X is nontrivial, is
equal to the Stiefel-Whitney height of X.

As a first example, we may take the space X to consist of two points and
a circle, and let γ swap the points and act antipodally on the circle. Clearly,
H̃0(X;Z2) = Z2

2, while h(X) = 1.
As another, slightly more complicated example, let X be the topological

space obtained by taking a 2-dimensional sphere S2 and “gluing 2 ears to it”,
i.e., attaching two circles at antipodal points. Let furthermore γ be an in-
volution of X which restricts to the antipodal map on the initial sphere S2,
and which switches the two attached circles. Clearly, H̃1(X;Z2) = Z2

2. On the
other hand, we have Z2-maps i : S2a →֒ X and p : X ։ S2a, where the first
one is an inclusion map, and the second one restricts to identity map on the
initial S2, and maps each added circle to the corresponding attaching point.
It follows that h(X) = 2.

19.3.3 Homology tests

The Theorem 19.16 implies the following homological test for graph colorings.

Theorem 19.18. Assume T is a graph with a Z2-action which flips an edge,
such that additionally

(1) T is a Stiefel-Whitney test graph,



19.3 Homology tests for graph colorings 341

(2) H̃i(Hom (T,G);Z2) = 0, for i ≤ d,
then χ(G) ≥ d+ 1 + χ(T ).

Proof. If H̃i(Hom (T,G);Z2) = 0, for all i ≤ d, then by Corollary 19.17 we
have h(Hom (T,G)) ≥ d + 1. Substituting this into Corollary 19.4 we obtain
χ(G) ≥ χ(T ) + h(Hom (T,G)) ≥ χ(T ) + d+ 1. ⊓⊔

19.3.4 Examples of homology tests with different test graphs

We shall now look at different examples of using homology tests.

Example 1. Let G be the disjoint union of an edge and a triangle.

The complex Bip (G) is a disjoint union of two isolated points and a circle.

It follows that H̃0(Bip (G)) = Z2
2, hence the best value of d for T = K2 in

Theorem 19.18 is d = −1. Thus the bound given by the homology test using
K2 is d+ 2 + 1 = 2; see Figure 19.5.

On the other hand, the complex Hom (K3, G) is a disjoint union of six

isolated points. It follows that H̃0(Hom (K3, G)) = Z5
2, hence the best value

of d for T = K3 in Theorem 19.18 is d = −1. Thus the bound given by the
homology test using K3 is d+3+1 = 3, which is in fact equal to the chromatic
number of G. Again, we refer to Figure 19.5.

Bip (G)G Hom (K3, G)

Fig. 19.5. The graph tested in Example 1 and the corresponding Hom -complexes.

Furthermore, we remark that Hom (C5, G) consists of two disjoint cycles,
hence the homology test with C5 as a test graph also yields the optimal bound
χ(G) = 3.

Example 2. Let G be obtained by taking a complete graph on 4 vertices K4

and attaching a path of length l+ 1 by its endpoints to two of the vertices of
this K4; see Figure 19.6.

Assume that l ≥ 4, label the vertices of the added path sequentially 1
through l, label the vertices of the initial K4, to which the path has been
attached, by 0 and l + 1 respectively, and finally label the two remaining
vertices of K4 by a and b.
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G

1

3

b

a

0

l

l − 1

l − 2

l + 1

2

Fig. 19.6. The graph tested in Example 2.

Recall, that Bip (K4) is the boundary of the 3-dimensional polytope shown
on Figure 9.6. Let us understand the change of this complex occurring when
we pass from K4 to G. The maximal cells of Bip (G) are:

• four tetrahedrons [{0}, {a, b, l + 1, 1}], [{a, b, l + 1, 1}, {0}], [{l +
1}, {0, a, b, l}], [{0, a, b, l}, {l + 1}];

• 2l edges [{1}, {0, 2}], [{0, 2}, {1}], [{2}, {1, 3}], [{1, 3}, {2}], . . . ,
[{l}, {l − 1, l + 1}], [{l − 1, l + 1}, {l}];

• the maximal cells of Bip (K4), except for the four triangles which are con-
tained in the four tetrahedrons above, such as [{0}, {a, b, l + 1}].

Here [A,B] denotes the cell indexed by associating the set A to the first vertex
of K2 and associating the set B to the second vertex of K2.

The complexes Bip (G) differ slightly depending on whether l is odd or
even, see Figure 19.7, however, it is easy to see that in either case Bip (G)
is homotopy equivalent to a wedge of one 2-dimensional sphere with two
circles: Bip (G) ≃ S2 ∨ S1 ∨ S1. It follows that H̃0(Bip (G);Z2) = 0 and

H̃1(Bip (G);Z2) = Z2
2. Hence the best value of d for T = K2 in Theorem 19.18

is d = 0. Thus the bound given by the homology test using K2 is d+2+1 = 3.
Consider now T = K3. Since the attached path is sufficiently long we

see that the complex Hom (K3, G) is actually isomorphic to Hom (K3,K4). Also
taking T = C5 we see that the 5-cycle cannot wrap around the attached
path, and that in fact Hom (C5, G) is isomorphic to Hom (C5, G

′), where G′ is
obtained from K4 by attaching two edges: one edge to 0 and one to l + 1.
Since the graph G′ folds to the graph K4 we may conclude by Theorem 18.22
that Hom (C5, G) ≃ Hom (C5,K4).

Clearly, both complexes Hom (K3,K4) and Hom (C5,K4) are connected (in
fact the prodsimplicial complex Hom (C5,K4) is homeomorphic to RP3), there-

fore we have H̃0(Hom (K3, G);Z2) = H̃0(Hom (C5, G);Z2) = 0. Hence the best
value of d for T = K3, or T = C5, in Theorem 19.18 is d = 0. Thus the bound
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Bip (G)

for even l

Bip (G)

for odd l

Fig. 19.7. The Hom -complexes appearing in Example 2.

given by the homology test using K3, or C5, is d+ 3 + 1 = 4, which matches
the chromatic number of G.

Example 3. Let G be the graph depicted on the Figure 19.8.

b1

e
a1

b2

d1

a2 c2 d2

a3 b3 c3 d3

c1

Fig. 19.8. The graph tested in Example 3.

It is easy to see that χ(G) = 4. Let G′ denote the graph obtained from G
be deleting the edge e. We have χ(G′) = 3.

First we consider the homology test with the test graph T = K2. Accord-
ingly, let us analyze the structure of the cell complex Bip (G). Let v1, v2 de-
note the vertices of Bip (G) which are indexed by [{a1}, {d1}] and [{d1}, {a1}].
Clearly Bip (G) is obtained from Bip (G′) by attaching two cones, with apexes
in v1 and v2. The complex Bip (G′) is connected, since G′ is a connected graph
with odd cycles.
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Consider now the cone with apex v1. It is attached to Bip (G′) over the link
of v1 in Bip (G). It is easy to see that this link consists of two tetrahedrons
[{a1}, {a2, a3, b2, b3}], [{c2, c3, d2, d3}, {d1}], and two paths connecting these
tetrahedrons arising from the 2-cells [{a1, c3}, {b2, d1}] and [{a1, c2}, {b3, d1}].
Similarly we can see the link of v2 as well.

We see that to understand whether the first homology group of Bip (G) is
trivial or not requires quite a bit of additional work. In this case the complex
does actually turn out to be simply connected; for the sake of brevity we
omit the verification of this fact. In particular, H̃1(Bip (G);Z2) = 0, and

furthermore, it is easy to see that H̃2(Bip (G);Z2) 6= 0, hence the best value
of d for T = K2, in Theorem 19.18 is d = 1. Thus the bound given by the
homology test using K2, is d+ 2 + 1 = 4.

Next we consider the test graph T = C5. To see that in this case the
homology test yields the optimal bound χ(G) ≥ 4 it is enough to verify that
Hom (C5, G) is connected.

To start with, notice that G′ folds to a triangle: simply fold the vertices
d1, d2, d3, then c1, c2, c3, and finally b1, b2, b3. This means that Hom (C5, G

′) ≃
Hom (C5,K3), in particular it has two connected components, indexed by the
directions in which the 5-cycle wraps around the 3-cycle. One direct way to
see this winding direction is as follows: map G′ to a triangle with vertices
{x1, x2, x3} by taking ai, bi, ci, and di to xi, for i = 1, 2, 3, this associates
a map from C5 to K3 to each map from C5 to G, hence the corresponding
winding direction is well-defined.

Consider now a vertex v of Hom (C5, G) (this is the same as a graph homo-
morphism from C5 to G) which maps some edge of C5 to the edge (a1, d1).
We write the graph homomorphisms from C5 to G as 5-tuples of values of this
homomorphism, following consequentially around the 5-cycle. Without loss of
generality we may assume that v = (a1, d1, x, y, z).

Case 1. If x = di, for some i ∈ {2, 3}, then y = cj , for j 6= i, and we see that
(a1, d1, di, cj , z) is connected to (a1, d1, ci, cj , z) by an edge.

Case 2. If x 6= di, then x = ci for some i ∈ {2, 3}. We see that (a1, d1, ci, y, z)
is connected to (a1, bj , ci, y, z) by an edge, where j 6= 1, i.

In both cases we conclude that all the vertices of Hom (C5, G) are connected
by a path to one of the vertices of Hom (C5, G

′). Since the latter has two
connected components, we conclude that also the complex Hom (C5, G) has at
most two connected components.

To see that the complex Hom (C5, G) is actually connected we need to
present a path which connects two vertices whose winding directions (which
were defined above) are different. Such a path is given by the 3 vertices
(c1, c2, d1, c3, b2), (c1, c2, d1, a1, b2), (c1, c2, b3, a1, b2), see Figure 19.9.

As mentioned above it follows that the homology test with the test graph
T = C5 detects the chromatic number of G correctly.
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Fig. 19.9. The path connecting vertices with different winding directions.

As we have seen in the last example, even if the homology tests using
an edge or an odd cycle yield the same bound for the chromatic number, it
is often to easier verify this bound using the odd cycle, since the tests are
done in one dimension lower, so we have to verify that something is connected
instead of verifying that the all loops are boundaries, or we have to deal with
loops instead of the 2-dimensional cycles, and so on. For these reasons, it
appears in general to be preferable to test with graphs with high chromatic
number, although naturally there is no guarantee that these tests will give
sharp bounds.

We finish by describing a large class of graphs for which the homology
tests with the test graph K3 produce a better answer than the ones with
the test graph K2. Assume that G1 and G2 are connected graphs, such that
χ(G1) ≥ χ(G2) ≥ 3, and G2 is triangle-free. Let G be obtained by identifying
the distinct vertices v1, . . . , vt ∈ V (G1) with some t distinct vertices of G2,
where t is arbitrary, see Figure 19.10. Finally, assume that the shortest path
in G connecting vertices vi and vj has at least 3 edges, for any 1 ≤ i < j ≤ t.

Proposition 19.19. Let G, G1, and G2 be graphs satisfying the conditions
above. Then the homology test for G with the test graph K3 gives the same
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Fig. 19.10. Gluing G from G1 and G2.

bound as the homology test for G1 with the test graph K3. On the other hand,
the homology test for G with the test graph K2 gives the bound 3.

Proof. First, we see that Hom (K3, G) = Hom (K3, G1), since G2 is assumed to
be triangle-free. This means that the homology test for G with K3 as the test
graph gives the same bound as the analogous test for G1.

On the other hand, the prodsimplicial complex Bip (G) has nontrivial ho-
mology already in dimension 1. Indeed, since the vertices v1, . . . , vt are chosen
to be sufficiently far from each other, Bip (G) can be obtained from the union
of Bip (G1) and Bip (G2) by gluing in 2t additional simplices. Each such sim-
plex is obtained by choosing a vertex vi, for some i ∈ [t], and then either taking
all edges leaving vi or taking all edges entering vi. These simplices are dis-
joint, and we see, that up to homotopy equivalence, the effect of adding these
simplices is the same as that of attaching 2t cords connecting the complexes
Bip (G1) and Bip (G2).

Since these initial complexes are connected, we can conclude that Bip (G)
is homotopy equivalent to the wedge of the complexes Bip (G1), Bip (G2), and
2t−1 copies of S1. Thus, no matter what the chromatic numbers of the graphs
G, G1, and G2 are, the homology test using K2 as the test graph will only
give the bound 3 for χ(G). ⊓⊔

19.4 Bibliographic notes

Our terminology of various test graphs developed in Subsection 19.1 follows
essentially the survey [Ko05a]. The reader is invited to consult this source for
further details.

The proof Proposition 19.8 concerning the complex of bipartite subgraphs
of a complete graph is taken from [BK06, Proposition 4.3], though the state-
ment itself was known long before that. Theorem 19.10 was formulated and
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[BK03, BK06, BK04].

The Babson-Kozlov conjecture (here Theorem 19.13) stating that odd cy-
cles are Stiefel-Whitney test graphs was first formulated in [BK04, Ko05a].
The case r = 1 of Theorem 19.13 was settled by Babson and the author al-
ready in [BK06]. For r ≥ 2, and odd n, it was proved by the same authors
in [BK04], see also [Ko05a], where the remaining case: r ≥ 2, n ≥ 4, n is even,
was conjectured. The latter was then proved by Schultz in [Su05a, Su06]. The
proof presented here is adapted from [Ko06d], where an extremely short and
purely combinatorial proof of the Babson-Kozlov Conjecture was found by
the author.

Our presentation in Section 19.3 is adapted from [Ko07], where the idea
of running various topological tests for obtaining lower bounds for chro-
matic numbers of graphs was further developed. The topological result, The-
orem 19.16, generalizes a result of Walker, [Wa83]. Even in the special case
considered in [Wa83] the proof given here is simpler, bypassing the homotopy
considerations, and dealing directly with the cohomology groups.





20

Applications of spectral sequences to
Hom -complexes

20.1 Hom+-construction.

20.1.1 Various definitions.

We shall now define an abstract simplicial complex called Hom+(T,G), which
is closely related to Hom (T,G). It is easier to compute various algebro-
topological invariants for this complex. We shall then connect the Hom - and
Hom+-constructions by means of a spectral sequence.

A subcomplex of a total join

Let T and G be arbitrary graphs. We shall define Hom+(T,G) analogously
to Hom (T,G), replacing the direct product with the join. We note here that
whenever talking about Hom+(T,G) we always assume that the graph T is
finite.

Let, as before, ∆V (G) be a simplex whose set of vertices is V (G). Let
J(T,G) denote the join ∗x∈V (T )∆

V (G), i.e., the copies of ∆V (G) are indexed
by vertices of T . A cell (simplex) in J(T,G) is a join of (possibly empty)
simplices ∗x∈V (T )σx, the dimension of this simplex is

∑
x∈V (T )(dimσx+1)−1.

Remark that this number is finite, since we assumed that T is finite. Here we
use the usual convention that dim ∅ = −1.
Definition 20.1. For arbitrary graphs T and G, Hom+(T,G) is the simplicial
subcomplex of J(T,G) defined by the following condition: σ = ∗x∈V (T )σx ∈
Hom+(T,G) if and only if for any x, y ∈ V (T ), if (x, y) ∈ E(T ), and both σx
and σy are nonempty, then (σx, σy) is a complete bipartite subgraph of G.

The intuition behind this definition is that we relax the conditions of the
Hom case by allowing some of the “coloring lists” to be empty. One can think
of Hom+(T,G) as a simplicial structure imposed on the set of all partial graph
homomorphisms from T to G, i.e., graph homomorphisms from an induced
subgraph of T to the graph G.
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In analogy with the Hom case, we can describe the simplices of Hom+(T,G)
directly: they are indexed by all η : V (T ) → 2V (G) satisfying the same con-
dition as in Definition 9.23. The closure of η is also defined identical to how
it was defined for Hom . So the only difference is that η(x) is allowed to be an
empty set, for x ∈ V (T ).

A link of a vertex in an auxiliary Hom -complex

The following construction is the graph analog of the topological coning.

Definition 20.2. For an arbitrary graph G, let G+ be the graph obtained
from G by adding an extra vertex a, called the apex vertex, and connecting it
by edges to all the vertices of G+ including a itself, i.e., V (G+) = V (G)∪{a},
and E(G+) = E(G) ∪ {(x, a), (a, x) |x ∈ V (G+)}.

We note that, for an arbitrary polyhedral complex K, such that all faces of
K are direct products of simplices, and a vertex x of K, the link of x, lkK(x),
is a simplicial complex. It follows from the fact that a link of any vertex in
a hypercube is a simplex, and the identity lk(A×B)(v, w) = lkA(v) ∗ lkB(w),
for arbitrary polyhedral complexes A and B (compare with identities (10.2)
and (10.15)).

We are now ready to formulate another definition, which is equivalent to
Definition 20.1.

Definition 20.3. For arbitrary graphs T and G, the simplicial complex
Hom+(T,G) is defined to be the link in Hom (T,G+) of the specific graph homo-
morphism α, which maps all vertices of T to the apex vertex of G+; in short:
Hom+(T,G) = lkHom (T,G+)(α).

The equivalence of the definitions follows essentially from the following
bijection: let η ∈ F(Hom (T,G+))>α, and set η̃(v) := η(v) \ {a}, for any v ∈
V (T ). Clearly, η̃ ∈ F(Hom+(T,G)), and it is easily checked that this bijection
produces an isomorphism of simplicial complexes.

Functorial properties of the Hom+-construction

Just like in the case of the Hom (−,−)-construction, Hom+(T,−) is a covariant
functor from Graphs to Top. For two arbitrary graphs G and K, and an ar-
bitrary graph homomorphism ϕ from G to K, we have an induced simplicial
map ϕT : Hom+(T,G)→ Hom+(T,K).

Again, as in the case of Hom (−,−), the situation is somewhat more com-
plicated with the functoriality in the first argument. Let T,G, and K, be three
arbitrary graphs. This time, for a graph homomorphism ψ from T to G to
induce a topological map from Hom+(G,K) to Hom+(T,K), we must require
that ψ is surjective on the vertices. We can define the topological map ψK
in the same way as for the Hom (−,−) case, but if ψ is not surjective on the
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vertices, then we may end up mapping a non-empty cell to an empty one. If,
in addition, we want a simplicial map ψK : Hom+(G,K)→ Hom+(T,K), then,
as before in the Subsection 18.3.3, we must require that ψ is injective, hence
bijective on the vertices.

In particular, we still have that the group Aut (T ) × Aut (G) acts on the
complex Hom+(T,G) simplicially. The difference is that we do not have the
freeness as easily as we had in the Hom (−,−) case. For example, for an involu-
tion γ of T to induce a free action γG on Hom+(T,G) we need to require that
all orbits of γ on V (T ) are of cardinality 2, and that the vertices in the same
orbit are connected by an edge. For instance, the action of Z2 on Hom+(K2, G)
is free, whereas the reflection Z2-action on Hom+(C2r+1, G) is not.

20.1.2 Connection to independence complexes

Let us introduce some further graph terminology.

Definition 20.4. For an arbitrary graph G, the strong complement ∁G is
defined by V (∁G) = V (G), and E(∁G) = V (G)× V (G) \ E(G).

For example, ∁Kn is the disjoint union of n loops. This coincides with the
notation ∁K1, which we have already used in Subsection 4.2.1 to denote the
terminal object in the category Graphs.
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Fig. 20.1. The +-construction.

We have defined the independence complexes of graphs in Subsection 9.1.1,
Definition 9.2. Sometimes, it can be convenient to view the simplicial complex
Hom+(G,H) as the independence complex of a certain graph.

Proposition 20.5. For arbitrary graphs T and G, the simplicial complex
Hom+(T,G) is isomorphic to the simplicial complex Ind(T × ∁G).
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Specializing Proposition 20.5 to G = Kn, and taking into account ∁Kn =∐n
i=1 ∁K1 (observed above), and the fact that for arbitrary graphs G1 and G2

we have
Ind (G1

∐
G2) = Ind (G1) ∗ Ind (G2),

we obtain the following corollary.

Corollary 20.6. For an arbitrary graph T , the simplicial complex
Hom+(T,Kn) is isomorphic to the n-fold join of the independence complex
of T , which in our notations is called Ind(T )∗n.

When G is loopfree, the dimension of the simplicial complex Hom+(T,G),
unlike that of Hom (T,G), is easy to find, once the size of the maximal inde-
pendent set of G is computed.

Proposition 20.7. For an arbitrary graph T , and an arbitrary loopfree
graph G, we have

dim(Hom+(T,G)) = |V (G)| · (dim(Ind(T )) + 1)− 1.

Proof. Indeed, let s = dim(Ind (T ))+1 be the size of the maximal independent
set in T . Since G is loopfree, every vertex of G occurs in at most s of the sets
η(x), for x ∈ V (T ). On the other hand, we can choose an independent set
S ⊆ V (T ), such that |S| = s, and then assign

η(x) =

{
V (G), for x ∈ S;
∅, otherwise.

This gives a simplex of dimension |V (G)| · (dim(Ind (T )) + 1)− 1. ⊓⊔
For example, dim(Hom+(C2r+1,Kn)) = n · ((r − 1) + 1)− 1 = nr − 1.

20.1.3 The support map

For any topological space X and a set I, there is the standard support map
from the join of I copies of X to the appropriate simplex

supp : ∗IX −→ ∆I ,

which “forgets” the coordinates in X.
Specializing to our situation, for arbitrary graphs T and G, we get the

restriction map supp : Hom+(T,G) → ∆V (T ). Explicitly, for each simplex
of Hom+(T,G), η : V (T ) → 2V (G), the support of η is given by supp η =
V (T ) \ η−1(∅).

An important property of the support map is that the preimage of the
barycenter of ∆V (T ) is homeomorphic to Hom (T,G). This is the crucial step
in setting up a useful spectral sequence. The assumption that T is finite is



20.1 Hom+-construction. 353

�����
�����
�����
�����
�����
�����
�����
�����

�����
�����
�����
�����
�����
�����
�����
�����

�����
�����
�����
�����

�����
�����
�����
�����

����
����
����
����
����
����
����

����
����
����
����
����
����
����

������
������
������
������

������
������
������
������

1

2

1 2

2

1,2,3

1,3 1,2,3

3

2

∆[2]

Hom+(K2, Λ)

Fig. 20.2. The support map from Hom+(K2, Λ) to ∆[2].

crucial at this point, since an infinite simplex does not have a well-defined
barycenter.

An alternative concise way to phrase the definition of the map supp is
to consider the map tT : Hom+(T,G) → Hom+(T, ∁K1) ≃ ∆V (T ) induced by
the homomorphism t : G → ∁K1. Then, for each η ∈ Hom+(T,G) we have
supp η = tT (η), where the simplices in ∆V (T ) are identified with the finite
subsets of V (T ).

20.1.4 An example: Hom+(Cm,Kn)

A special case which is useful for the computation which we will make
in this chapter is the complex Hom+(Cm,Kn). By Corollary 20.6, we have
Hom+(Cm,Kn) ≃ Ind (Cm)∗n. On the other hand, the homotopy type of the
complexes Ind (Cm) was completely described by Proposition 11.17, hence we
can derive the following explicit description.

Corollary 20.8. For any m ≥ 2, n ≥ 3, we have

Hom+(Cm,Kn) ≃
{∨

2n copies S
nk−1, if m = 3k;

Snk−1, if m = 3k ± 1.

The utility of this fact comes from the fact that the spectral sequence,
which we will now proceed to set up, will be converging to the cohomology
groups of Hom+(Cm,Kn). For future reference, we also record the following
specific observation.

Proposition 20.9. For all integers m,n, such that m ≥ 5, n ≥ 4, we have
H̃i(Hom+(Cm,Kn)) = 0, for i ≤ m + n − 4, with one exception (m,n, i) =
(7, 4, 7).
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Proof. By Corollary 20.8, we just need to check that

nk − 1 > m+ n− 4, (20.1)

where k = ⌊(m + 1)/3⌋. If m ∈ {5, 6}, then k = 2, and (20.1) reduces to
n + 3 > m, which is true. Thus we can assume that m ≥ 7. Notice that
k ≥ (m− 1)/3, hence (20.1) would follow from n(m− 1)/3+ 3 > m+ n. This
can be rewritten as nm−3m−4n+9 > 0, or, equivalently as (n−3)(m−4) > 3.
Since n ≥ 4,m ≥ 7, this inequality is valid, with the equality only whenm = 7,
n = 4. ⊓⊔

20.2 Setting up the spectral sequence

20.2.1 Filtration induced by the support map

For simplicity, we shall for now consider Z2-coefficients. The additional issues
arising in connection with switching to integer coefficients will be analyzed in
Section 20.6.

For an arbitrary function η : V (T )→ 2V (G), we let η+ denote the chain in
C∗(Hom+(T,G)) consisting of a single simplex (with coefficient 1) indexed by
η; when no confusion arises, we identify this chain with the simplex itself. Fur-
thermore, we let η∗+ denote the corresponding dual cochain. We consider the
Leray-Serre filtration of the cellular cochain complex C∗(Hom+(T,G);Z2) as-
sociated with the support map. To describe the considered filtration explicitly,
define the subcomplexes F p = F pC∗(Hom+(T,G);Z2) of C∗(Hom+(T,G);Z2)
as follows:

F p : · · · ∂
q−1

−→ F p,q
∂q

−→ F p,q+1 ∂
q+1

−→ . . . ,

where

F p,q = F pCq(Hom+(T,G);Z2) =

= Z2

[
η∗+

∣∣∣ η+ ∈ Hom
(q)
+ (T,G), |supp η| ≥ p+ 1

]
, (20.2)

the map ∂∗ is the restriction of the differential in C∗(Hom+(T,G);Z2), and

Hom
(q)
+ (T,G) denotes the q-th skeleton of Hom+(T,G). In words: we filter by

the preimages of the skeleta of ∆V (T ), and each F p,q is a vector space over
Z2 generated by all elementary cochains corresponding to q-dimensional cells,
which are supported in at least p+1 vertices of T . Note, that this restriction
defines a filtration, since the differential does not decrease the cardinality of
the support set. We have

Cq(Hom+(T,G);Z2) = F 0,q ⊇ F 1,q ⊇ · · · ⊇ F |V (T )|−1,q ⊇ F |V (T )|,q = 0.
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20.2.2 The 0th and the 1st tableaux

Next, we shall describe the 0th and the 1st tableaux of this spectral sequence,
and then perform a partial analysis of the second tableau.

To start with, as an additional piece of notations, by writing the brackets
[−] after the name of a cochain complex, we shall mean the index shifting (to
the left), that is for the cochain complex C = (C∗, d∗), the cochain complex
C[s] = (C∗[s], d∗) is defined by Ci[s] := Ci+s. We sharpen reader’s attention
on the fact that, when considering integer coefficients, we choose not to change
the sign of the differential.

Proposition 20.10. For any p, we have

F p/F p+1 =
⊕

S⊆V (T )
|S|=p+1

C∗(Hom (T [S], G);Z2)[−p]. (20.3)

Hence, by (16.8), the 0th tableau of the spectral sequence associated to the
cochain complex filtration F ∗, and converging to Hp+q(Hom+(T,G);Z2), is
given by

Ep,q0 = Cp+q(F p, F p+1) =
⊕

S⊆V (T )
|S|=p+1

Cq(Hom (T [S], G);Z2). (20.4)

Furthermore, using (16.9), we obtain the description of the first tableau
as well.

Ep,q1 = Hp+q(F p, F p+1) =
⊕

S⊆V (T )
|S|=p+1

Hq(Hom (T [S], G);Z2). (20.5)

20.2.3 The first differential

According to the formula (20.5) the first differential dp,q1 : Ep,q1 −→ Ep+1,q
1 is

actually a map

⊕

S⊆V (T )
|S|=p+1

Hq(Hom (T [S], G);Z2) −→
⊕

S⊆V (T )
|S|=p+2

Hq(Hom (T [S], G);Z2).

For S2 ⊆ S1 ⊆ V (T ), let i[S1, S2] : T [S2] →֒ T [S1] be the inclusion graph
homomorphism. Since Hom (−, G) is a contravariant functor, we have an in-
duced map iG[S1, S2] : Hom (T [S1], G)→ Hom (T [S2], G), and hence, an induced
map on the cohomology groups

i∗G[S1, S2] : H
∗(Hom (T [S2], G);Z2)→ H∗(Hom (T [S1], G);Z2).
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Let σ ∈ Hq(Hom (T [S], G);Z2), for some q, and some S ⊆ V (G). The value of
the first differential on σ is then given by

dp,q1 (σ) =
∑

x∈V (T )\S

i∗G[S ∪ {x}, S](σ). (20.6)

We shall next detail the formula (20.6) by introducing specific generators
for the groups in the first tableau.

20.3 Encoding cohomology generators by arc pictures

20.3.1 The language of arcs

Let us now introduce some further notations. Let S be a proper subset of
V (Cm). We call the connected components of the graph Cm[S] either single-
tons or arcs depending on whether they have 1 or at least 2 vertices. For v ∈ S
we let a(S, v) denote the arc of S to which v belongs (assuming this arc exists).
Furthermore, for an arbitrary arc a of S, we let a = [a•, a

•]m, and finally, we
set â := [a• − 1, a• + 1]m, so |â| = |a| + 2, if |a| ≤ m − 2. We stress that the
arithmetic operations as well as intervals are taken modulo m, for example

[m, 1]m and [1, 2]m are arcs with two vertices each, while [̂m, 1]m = [m−1, 2]m
and ̂[1, 2]m = [m, 3]m. To make the formulas easier, we also think of the cycle
a = Cm itself as an arc, in which case we use the convention a• = a• = 1.
When A is a collection of arcs, we set V (A) :=

⋃
a∈A a, A• :=

⋃
a∈A a•, and

we let Â denote the union
⋃
a∈A â.

Definition 20.11. Let t ≥ 1. A t-arc picture is a pair (S,A), where S is
some proper subset of V (Cm), and A is a set consisting of t different arcs of
Cm[S]. We refer to arcs in A as marked arcs, and sometimes simply call
(S,A) an arc picture.

20.3.2 The corresponding cohomology generators

For S ⊂ V (Cm), such that |S| = p+1 < m, the t-arc pictures (S,A) will index

the generators of E
p,t(n−2)
1 . To introduce these, let V = {va}a∈A be a set of

vertex representatives of A, i.e., va ∈ a for each a ∈ A. Now, set

σSV :=
∑

η

η∗+, (20.7)

where the sum is taken over all η : S → 2[n] \ {∅}, such that η(va) = [n− 1],
for all a ∈ A, and |η(w)| = 1, for all w ∈ S \ V .

It is easily checked that σSV is a cocycle of Hom+(Cm[S],Kn). Indeed, taking
coboundary means adding an element from [n] to one of the lists on S. Since
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lists over vertices in V are already maximized, we can only add an element to
one of the single element lists over vertices in S \V . Each such list assignment
is obtained in exactly two ways: namely, from the list assignments which we
get by removing one of the two elements from this 2-list. Since we are working
over Z2, the total sum then equals to 0.

When vertex representatives move along edges, the corresponding coho-
mology class

[
σSV
]
does not change, therefore, we may limit our attention

to σSA•
. The only reason we introduce the vertex representatives at all is for

the later calculations with integer coefficients. In this case, the cohomology
class

[
σSV
]
changes the sign according to a certain pattern. Both the proof of

the fact that the cohomology class does not depend on the choice of the ver-
tex representative over Z2-coefficients, and the description of the sign change
pattern over Z-coefficients can be found in Subsection 20.6.2.

It is now time to interpret the formula (20.6) in terms of our combinatorial
generators. Since the differentials in the spectral sequence are induced by the
differential in the original chain complex, we may conclude that

d1(
[
σSA•

]
) =

∑

w/∈S

[
σ
S∪{w}
A•

]
, (20.8)

where the sum is taken over all w not in S, such that adding w to S does not
unite two arcs from A. Note that (20.8) is also valid when |S| = m− 1, if we
define σSV in the same way for S = [m]. It might be worthwhile to observe at
this point that the set of marked arcs in S ∪ {w} is equal to A if and only if

w /∈ Â.

20.3.3 The first reduction

By (16.7), in order to obtain the second tableau {E∗,∗
2 } we need to calcu-

late the cohomology groups of the complex (E
∗,(n−2)t
1 , d1). Let (A

∗
t , d1) be its

subcomplex generated by all classes
[
σSA•

]
, such that Â = V (Cm).

Proposition 20.12. For all t, we have

H∗(E
∗,(n−2)t
1 ) = H∗(A∗

t ). (20.9)

Proof. We give a direct combinatorial matching argument by using the chain
complex version of the Discrete Morse Theory from Section 11.3.

The matchings can be done as follows: for each collection of arcs A, such
that Â 6= V (Cm), choose some element xA ∈ V (Cm) \ Â, then, an element[
σSA•

]
is matched with the element

[
σ
S⊕{xA}
A•

]
, where ⊕ denotes the symmetric

difference (exclusive or) of sets. One can then check that this matching is
acyclic, in the sense of the paragraph after Definition 11.22.

Indeed, assume that there exists a cycle yt ≺ x1 ≻ y1 ≺ x2 ≻ · · · ≺ xt ≻ yt,
where xi and yi are matched for all i = 1, . . . , t. Consider the covering relation
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xi ≻ yi−1, for some i = 2, . . . , t. Using (20.6) and (20.8), one can see that in
this situation, xi must be obtained from yi−1 by adding an element to its
indexing set S which extends one of the arcs in A, since otherwise the set A
does not change, hence the element xA does not change, and so the element
yi−1, which contains xA, cannot be matched upwards. The same should hold
for the covering relation yt ≺ x1.

Clearly, this leads to a contradiction, since the total length of arcs in A
does not change on the matching edges in the cycle (A itself does not change
there), while it increases along other edges. The critical elements are precisely

those [σSA•
], for which Â = V (Cm), and therefore the identity (20.9) follows

from Theorem 11.24. ⊓⊔

20.4 Topology of the torus front complexes

20.4.1 Reinterpretation of H∗(A∗

t , d1) using a family of cubical
complexes {Φm,n,g}

Combining Proposition 20.12 with formula (20.8) we see that to compute
the second tableau of our spectral sequence we need to calculate cohomology
groups of a certain cochain complex, which we have combinatorially described
by choosing an explicit basis of generators and then writing out the differen-
tials in terms of these generators.

Our next idea is to reinterpret the cochain complex (A∗
t , d1) as a chain

complex which computes Z2-homology of a certain cubical complex. We now
proceed with defining these complexes. For a natural number n ≥ 2, a circular
n-set is the set of n points, which are equidistantly arranged on the circle of
length n.

Definition 20.13. Let m,n, and g be natural numbers. The cubical complex
Φm,n,g is defined as follows:

• vertices of Φm,n,g are indexed by all possible selections of m elements from
the circular n-set, so that every two of the chosen vertices are at a distance
at least g;

• to index higher-dimensional cubes we take all possible collections of m
sets, where each set either contains a single element of the circular n-set,
or consists of a pair of two elements at distance 1; the sets are requested
to be at minimal distance g, where the distance between two sets is defined
as the minimum of the distances between their elements.

Clearly, the dimension of a cube indexed by a collection of sets is equal to
the number of 2-element sets in this collection, and one cube contains another
if and only if the corresponding collection of sets contains the collection of
sets associated to the second cube. See Figure 20.3 for graphic explanation.
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Fig. 20.3. Indexing of cubes in Φ2,8,2.

For convenience of formulations, we introduce the convention that the com-
plex Φ0,n,g is a point. One can quickly list some trivial cases of the complexes
Φm,n,g. To start with a necessary and sufficient condition that these complexes
are non-empty is that n ≥ gm. The complex Φn,n,1 is just a point, and more
generally Φm,gm,g is a disjoint union of g points. It is not difficult to check
by hand that the complex Φm,n,g is connected whenever n > gm. The next
case to consider is Φm,gm+1,g, the interested reader is invited to check that
Φm,gm+1,g is a cycle of length gm+ 1. Finally we remark that the dimension
of Φm,n,g is equal to min(m,n− gm).

The usefulness of this family in our context becomes apparent from the
following proposition.

Proposition 20.14. The cochain complex (C∗(Φt,m,3;Z2), d) is isomorphic to
the chain complex (A∗

t , d1), with module Ci(Φt,m,3;Z2) corresponding to the
module Am−t−i−1

t , for all i.

Proof. We think of a collection of sets which indexes a cube in Φt,m,3 as
a collection of gaps between the arcs from A. This will clearly give a dimension-
preserving bijection between the cubes of Φt,m,3 and the collections of t arcs

A such that Â = V (Cn). The condition that the distance between sets (read
- gaps) is at least 3 corresponds to the requirement that arcs must have at
least 2 elements. It remains the compare the differential maps: they coincide
by the formula (20.8). Note that we are using the fact that we are working
over Z2-coefficients. ⊓⊔



360 20 Applications of spectral sequences to Hom -complexes

Since we know that Φm,gm,g are disjoint unions of g points it is enough to
assume from now on that n > gm.

20.4.2 The torus front interpretation

Letm and n be two positive integers. An (m,n)-grid path is a directed path on
the unit orthogonal grid using only the unit basis vectors (0, 1) (northbound
edge) and (1, 0) (eastbound edge) and connecting the point (−x, x) with the
point (m− x, n+ x), for some integer x.

Definition 20.15. Consider the action of the group Z×Z on the plane, where
the standard generators of Z×Z act by vector translations, with vectors (−1, 1)
and (m,n). An (m,n)-torus front (or sometimes simply torus front) is
an orbit of this (Z× Z)-action on the set of all (m,n)-grid paths.

The reason for choosing the word torus here is because the quotient space
of the plane by this (Z×Z)-action can be viewed as a torus, where each (m,n)-
grid path yields a loop following the grid in the northeastern direction, see
Figure 20.4. We notice that every torus front has a unique representative start-
ing from the point (0, 0). It will soon become clear why we choose to consider
the orbits of the action rather than merely considering these representatives
of the orbits.

torus reflection axes

(0, 0)

(5, 3)

sharp corners

(5, 3)-torus front

Fig. 20.4. (5, 3)-path and the associated torus front.

A northwestern sharp corner of a torus front is a vertex which is entered
by a northbound edge, and exited by an eastbound edge, in the same way,
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a southeastern sharp corner of a torus front is a vertex which is entered by
an eastbound edge, and exited by a northbound edge.

An elementary flip of a torus front is either a replacement of a northwestern
sharp corner at (a, b) by a southeastern sharp corner at (a+ 1, b− 1) or vice
versa. It may help to think a torus front as a sort of flexible snake, where the
sharp corners (meaning the vertex in the sharp corner, together with the two
adjacent edges) can be flipped about (as if using ball-and-socket joints) the
diagonal line connecting the neighbors of the sharp corner vertex.

Finally, A flip of a torus front is a collection of non-interfering elementary
flips, i.e., the flipped vertices are at least at distance 2 from each other, where
the distance is measured along the front, see Figure 20.5. The picture which we
have in mind is that the torus front propagates through the torus by means of
flips. Since we want flips to encode cells, we prefer to think of them as schemes
of allowed elementary flips, rather than a concrete process of replacing one
torus front with another. For a flip F , we call those torus fronts, which can
be obtained by actually performing all the elementary flips from F (meaning
here choosing one of the two positions for each flipped corner), the members
of F .

Definition 20.16. Let m,n, and g be natural numbers. The cubical complex
TFm,n,g is defined as follows:

• vertices of TFm,n,g are indexed by all possible (m,n)-torus fronts, whose
horizontal legs have length at least g, here the length of the leg is taken to
be the number of vertices it contains;

• the higher-dimensional cubes of TFm,n,g are indexed by all possible flips of
(m,n)-torus fronts, whose members are vertices of TFm,n,g.

Notice that for g = 1 there are no conditions, so TFm,n,1 simply has all
(m,n)-torus fronts as vertices and all flips as higher-dimensional cubes. It is
also important to remark that the term “horizontal legs” includes the legs
of length 1, on other words, for g > 1, it is prohibited that the torus front
contains two consecutive northbound edges.

Proposition 20.17. For any natural numbers m,n, and g, the cubical com-
plexes Φm,n,g and TFm,n−m,g are isomorphic.

Proof. Let S ⊆ [n], |S| = m, be a vertex of Φm,n,g. We can construct
an (m,n−m)-grid path as follows. Start out from the point (0, 0), then, for all
i from 1 to n perform the following step: either move along the northbound
edge if i ∈ S, or move along the eastbound edge if i /∈ S. Since |S| = m,
we will eventually reach the point (m,n − m). It is obvious that this gives
a bijection between vertices of Φm,n,g and (m,n − m)-grid paths satisfying
the extra restriction that the horizontal legs are at least g-long.

It is also clear that moving along edges in Φm,n,g corresponds to elementary
flips in TFm,n−m,g. This is completely obvious as long as the flip does not
concern the vertex (0, 0) (or, equivalently the vertex (m,n −m)). If, on the
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(0, 0)

millstones of the flip

millstones of T

T

(5, 3)

Fig. 20.5. A flip of a (5, 3)-torus front consisting of 3 non-interfering elementary
flips.

other side, the edge in Φm,n,g indicates that we should flip the sharp corner
(0, 0), then we can do that as well, but then we should also flip (m,n−m), and
we will get an (m,n−m)-path from (1,−1) to (m+1, n−m− 1); translating
back we will again get an (m,n−m)-path from (0, 0) to (m,n−m).

If the flips are done on torus fronts instead of grid paths, then we do not
need to consider different special cases, which is the main reason why we chose
to replace the paths by the orbits of the (Z× Z)-action. ⊓⊔

Note that the complex TFm,n−m,1 is isomorphic to the complex
TFn−m,m,1, and so the complex Φm,n,1 is isomorphic to the complex Φn−m,n,1.

To understand the complexes Φm,n,g satisfying n > mg, we shall study the
complexes TFm,n,g with n > m(g − 1).

20.4.3 Grinding

We shall now drastically simplify complexes TFm,n,g be means of the collaps-
ing procedure which we call grinding. To illustrate the idea, let us consider the
case m = n = 3, g = 1. The complex TF3,3,1 (= Φ3,6,1) consists of two cubes,
indexed by the set collections {{1, 2}, {3, 4}, {5, 6}} and {{1, 6}, {2, 3}, {4, 5}},
and six additional squares, see Figure 20.61. Each of these squares commands
a vertex which does not belong to any other maximal cell; for example,
for the square indexed with {{1, 2}, {3}, {4, 5}} this vertex is indexed with
{{2}, {3}, {4}}. Therefore, we can collapse these 6 squares through these 6
vertices and the only thing left will be the 2 cubes hanging together by their
end points. This is the characteristic picture we shall now see in general.

1 The figure is reproduced courtesy to Eva-Maria Feichtner.
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Fig. 20.6. The complex TF3,3,1 = Φ3,6,1.

Let T be an (m,n)-torus front, which we represent as an (m,n)-grid path
starting from (0, 0). We associate to T two lines Mnw(T ) and Mse(T ) defined
as follows: both lines are parallel to the line L passing through the points
(0, 0) and (m,n), and they both are tangential to the grid path representing T ,
Mnw(T ) from the northwest, andMse(T ) from the southeast; see Figure 20.5.
We call these two lines the millstones of T .

The width of the torus front T , denoted w(T ), is the distance between the
millstones measured along the line x = −y. Clearly, the width cannot be less
than

√
2/2, and the minimum is achieved only when m = n by the torus front

where northbound and eastbound edges alternate at every step.
We let Enw(T ) denote the set of the points in T ∩Mnw(T ) which we call

northwestern extreme corners; in the same way Ese(T ) = T ∩Mse(T ) denotes
the set of southeastern extreme corners. Extreme corners are by construction
always sharp corners.

As mentioned above, each sharp corner defines an elementary flip of T ,
during which it remains a sharp corner, but changes orientation. If this sharp
corner was extreme, then the new sharp corner would be extreme (on the
opposite side) if and only if w(T ) ≤

√
2. Clearly, for any torus front, the

elementary flips of northwestern extreme corners are mutually non-interfering,
and therefore form one flip; the same is true for the southeastern extreme
corners. Furthermore, if w(T ) >

√
2/2, then these two sets of elementary flips

do not interfere with each other either. Indeed, if they did, it would mean that
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two neighboring vertices on the torus front are extreme corners of different
orientations, which would imply w(T ) =

√
2/2.

Assume now that w(T ) >
√
2, and consider the total flip of all extreme

corners. It is geometrically clear, that performing any combination of these el-
ementary flips will not increase the width of the torus front, and that perform-
ing all of the northwestern flips, or all of the southeastern flips, simultaneously
will for sure decrease it.

Another important observation is that if an extreme northwestern corner
is flipped on a torus front, where all horizontal legs have length at least g,
then all horizontal legs have length at least g in the obtained torus front as
well; the same is true if we flip an extreme southeastern corner. To see this,
note that the only time the horizontal leg could be decreased, is when one
of its endpoints would be flipped. Assume that the horizontal leg in question
runs from vertex a to vertex b, that a is flipped (no loss of generality here),
and denote by c the vertex which we reach by the northbound edge from b.
Then, the slope of the line connecting a with c is 1/(g − 1), and, since we
assumed m(g − 1) < n, we have 1/(g − 1) > m/n. The vertex a is flipped,
hence it is a northwestern extreme corner, since c must lie on Mnw(T ) or to
the southeast of it, this implies that 1/(g−1) ≤ m/n, yielding a contradiction.

20.4.4 Thin fronts

Let us now describe the cells which will, in a sense specified later, form a core
of the cubical complexes TFm,n,g.

Definition 20.18. We call a torus front T thin if w(T ) ≤
√
2; we call it

very thin if w(T ) <
√
2.

It is easy to construct a very thin torus front for fixedm and n: simply start
from the point (0, 0) eastwards and then approximate the line connecting (0, 0)
with (m,n) as closely as possible, staying on one side of this line (touching
the line is permitted). It is clear that if the approximation is not the closest
possible, then w(T ) ≥

√
2.

It is also important to notice that, since we assumed m(g − 1) < n, each
horizontal leg in a thin torus front has length at least g, this can be proved
with the same argument as the one we used to show that flipping all extreme
corners preserves that property as well.

Let I denote the line segment connecting (0, 0) with (m,n). Counting
from the origin in the northeastern direction, the first point on I with inte-
ger coordinates, other than the origin itself, is (m/ gcd(m,n), n/ gcd(m,n)),
which can be achieved in (m+n)/ gcd(m,n) steps, (it is customary to denote
the greatest common divisor with simple round brackets, but since (m,n) is
used to denote the point on the plane with these coordinates, we prefer here
a somewhat longer notation).
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The very thin torus front, which we just constructed, will have (0, 0) as
a northwestern extreme corner, and after that the northwestern extreme cor-
ners will repeat with the period of (m+n)/ gcd(m,n). From this we see that in
general, to determine a very thin torus front we just need to specify, where on
the part of the torus front connecting two consequent northwestern extreme
corners the origin will lie. Therefore, we conclude that there are precisely
(m+n)/ gcd(m,n) very thin torus fronts, and that the width of any very thin
(m,n)-torus front depends only on m and n.

We now extend the definition of width. For any flip F , we define its width
w(F ) to be the maximum of widths of all the torus fronts which are members
of F . The concepts of millstones and extreme corners can be extended to flips
as well, see Figure 20.5.

We call a flip F thin if w(F ) ≤
√
2. The thin flips play an important role

in our context, as the next theorem indicates.

Theorem 20.19. For any natural numbers m,n, and g, there exists a se-
quence of collapses leading from the cubical complex TFm,n,g to its subcomplex
consisting of all thin flips.

Proof. To start with, we notice that if σ and τ are cells of TFm,n,g, and σ
is contained in τ , then w(σ) ≤ w(τ). Therefore, it is enough to describe how
to collapse away all the cells of a certain width (>

√
2), under the condition

that the cells of larger width are already gone.
Let us fix this width and denote it by w. To every cell σ, we can associate

cells σ↑ and σ↓ as follows: σ↑ is obtained from σ by adding elementary flips
on all extreme corners which do not yet have them, whereas σ↓ is obtained
from σ by removing the elementary flips on all extreme corners, where in each
elementary flip we keep the extreme corner (since w >

√
2 both corners of

an elementary flip cannot be extreme, hence this is well-defined). Note that
it is possible that σ = σ↑, or σ = σ↓, but not both.

By our discussion above, if all horizontal legs have length at least g in
vertices of σ, then the same is true for all cells in the interval [σ↓, σ

↑]. We
also see that, by our construction, all cells in the interval [σ↓, σ

↑] have the
same width. Moreover, each such interval is isomorphic to a Boolean algebra
Bt, where t is equal to the number of extreme corners. Clearly, the intervals
[σ↓, σ

↑] are disjoint, and the removal of such an interval constitutes a collapse,
as long as σ↑ is the only maximal cell containing σ↓ at the given time.

This observation allows us to do as follows: restrict the partial inclusion
order to the cells σ↑, choose a linear extension of this partial order, and then
remove intervals [σ↓, σ

↑] following the linear extension in the decreasing order.
The statement follows now from the fact, that if τ contains σ, then τ↑ contains
σ↑, since at the moment when the interval [σ↓, σ

↑] is being removed, this will
translate to: if τ contains σ↓, then τ

↑ = σ↑. ⊓⊔
Let us now finish our study of torus fronts by analyzing the subcomplex

Thinm,n,g of TFm,n,g consisting of all thin flips.
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Proposition 20.20. For any natural numbers m,n, and g, such that n >
m(g−1), the complex Thinm,n,g consists of (m+n)/ gcd(m,n) cubes, each one
having dimension gcd(m,n), which are connected together by their diagonally
opposite end vertices, like a garland, to form one cycle.

Proof. Let v be a thin torus front. Flipping a corner which is not extreme will
give a flip of width strictly larger than

√
2, hence this is not allowed. If, on

the other hand, an extreme northwestern corner is flipped, then, the width of
this flip is equal to

√
2, and flipping another extreme northwestern corner will

not change the width, whereas flipping any other vertex will increase it. The
same holds for flipping extreme southeastern corners. It follows that there are
two ways to get a maximal cell adjacent to v: either by flipping all extreme
northwestern corners, or by flipping all extreme southeastern corners.

On the other hand, if F is a maximal cell, we have w(F ) =
√
2. If we

now choose a torus front T belonging to this cell, we will also have w(T ) =√
2, except for two cases: if in each elementary flip we either always choose

northwestern path, or if we always choose southeastern path. We see that
each maximal cell contains exactly two torus front of width strictly smaller
than

√
2, and that these are opposite corners of the cube. Since Thinm,n,g is

connected, the conclusion follows. ⊓⊔
We remark, that since each cube can further individually be collapsed onto

a path connecting two opposite vertices, Theorem 20.19 and Proposition 20.20
entail that TFm,n,g can be collapsed onto a cycle.

20.4.5 The implications for the cohomology groups of Hom (Cm,Kn)

We now have enough information to complete the computation of the en-
tire second tableau, except for the (m − 1)th column, the latter contain-
ing the cohomology groups of Hom (Cm,Kn). Since the cohomology groups
of Hom+(Cm,Kn) are non-trivial only in one dimension, we can then use
this to derive almost complete information about the cohomology groups of
Hom (Cm,Kn) with Z2-coefficients. In fact, with a little extra effort we can de-
scribe H∗(Hom (Cm,Kn);Z2) completely already now. For the sake of brevity
we postpone the complete determination to Section 20.6 where the general
case of integer coefficients will be dealt with.

By Propositions 20.12 and 20.14, to compute the values Ep,q2 , for p 6= m−1,
it is enough to calculate the Z2-cohomology groups of the complexes Φt,n,3,
for the required range of the parameter t. These, on the other hand, are iso-
morphic to H∗(Thint,n−t,3;Z2), this follows from Proposition 20.17, and The-
orem 20.19. Finally, by Proposition 20.20, we see that H0(Thint,n−t,3;Z2) =
H1(Thint,n−t,3;Z2) = Z2, and the other cohomology groups are trivial. Trac-
ing back all the indices we obtain the following answer.

Proposition 20.21. The non-zero entries Ep,q2 , for p 6= m − 1, are the fol-

lowing: Em−3,n−2
2 = Z2, E

m−t−2,t(n−2)
2 = E

m−t−1,t(n−2)
2 = Z2, for 2 ≤ t ≤

⌊(m−1)/3⌋, and E0,0
2 = Z2. If additionally 3

∣∣m, then E
2m/3−1,m(n−2)/3
2 = Z3

2.
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The non-zero entry E
2m/3−1,m(n−2)/3
2 = Z3

2 stems from the fact that the
complexes Φm,mg,g are disjoint unions of g points, and are not homotopy
equivalent to circles.

It needs to be explained why Em−2,n−2
2 = 0. If the entries in (m − 1)th

column were all 0, we would of course have Em−2,n−2
2 = Z2. However, by

Proposition 20.9, we know that Hm+n−4(Hom+(Cm,Kn);Z2) = 0, unless
(m,n) = (7, 4). Since all the entries to the northwest from Em−2,n−2

2 , which
could potentially eliminate this entry at a later stage of the spectral sequence
computation, are 0, we have no choice but to conclude that the map

d1 : Em−2,n−2
1

/
Im(d1 : Em−3,n−2

1 → Em−2,n−2
1 ) −→ Em−1,n−2

1

is injective, and so Em−2,n−2
2 = 0. The case (m,n) = (7, 4) can be computed

directly.
Since the reduced cohomology of Hom+(Cm,Kn) is concentrated in one

dimension, Proposition 20.21 allows us to compute almost all cohomology
groups of Hom (Cm,Kn). The complete computation is done in Section 20.6,
see Theorem 20.27 for full answer.

20.5 Euler characteristic formula

While the cohomology groups, and even the Betti numbers of the Hom com-
plexes are usually very hard to compute, the Euler characteristic may turn
out to be a more accessible invariant.

To start with, let T and G be arbitrary graphs. A simple counting in the
filtration which we imposed on the simplicial complex Hom+(T,G) yields the
following formula:

χ̃(Hom+(T,G)) =
∑

∅6=S⊆V (T )

(−1)|S|+1χ̃(Hom (T [S], G)), (20.10)

compare also with Proposition 20.26.

Theorem 20.22. Let T and G be arbitrary graphs, then we have

χ̃(Hom (T,G)) =
∑

∅6=S⊆V (T )

(−1)|S|+1χ̃(Hom+(T [S], G)). (20.11)

Proof. Take the formula (20.10), and apply Möbius inversion on the Boolean
algebra without the minimal element of all subsets of V (T ). ⊓⊔

Theorem 20.23. For an arbitrary graph T , we have the following formula:

χ̃(Hom (T,Kn)) =
∑

∅6=S⊆V (T )

(−1)n+|S|χ̃(Ind(T [S]))n. (20.12)
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Proof. By Corollary 20.6 we know that Hom+(T,Kn) = Ind (T )∗n. On the
other hand, for any two simplicial complexes X and Y , we have χ̃(X ∗ Y ) =
−χ̃(X)χ̃(Y ). It follows that χ̃(Hom+(T,Kn)) = (−1)n−1χ̃(Ind (T ))n. Substi-
tuting this into identity (20.11) yields formula (20.12). ⊓⊔

This gives a new proof of the following result.

Corollary 20.24. For arbitrary positive integers m and n, such that n ≥ m,
we have

χ̃(Hom (Km,Kn)) =

m−1∑

k=1

(−1)n+k+1

(
m

k + 1

)
kn. (20.13)

Proof. Since Ind (Kt) is just a set of t points, we have χ̃(Kt) = t− 1. Substi-
tuting this into equation (20.12) and noticing that the summands depend on
the cardinality of S only, we obtain (20.13). ⊓⊔

If we try to use formula (20.12) to compute the Euler characteristic of
Hom (Cm,Kn), we will need nontrivial reductions to get a nice answer. Us-
ing Proposition 20.21 instead yields a very simple formula directly. This is
reflecting very well the reduction which often occurs when passing between
tableaux in the spectral sequence computation, since using the filtration on
the simplicial complex Hom+(T,G) as we did is the same as using the first
tableau of our spectral sequence.

Corollary 20.25. For arbitrary positive integers m and n, such that m ≥ 5,
n ≥ 4, we have

χ̃(Hom (Cm,Kn)) =

{
(−1)nk−m, if m = 3k ± 1,

(−1)nk−m(2n − 3), if m = 3k.
(20.14)

Proof. The entries E
m−t−2,t(n−2)
2 , and E

m−t−1,t(n−2)
2 cancel out in pairs,

except for Em−3,n−2
2 , which we can discount for, since Em−2,n−2

2 already can-
celed out with Em−1,n−2

2 . Thus the only nontrivial contribution comes from
the Betti numbers of the total complex Hom+(Cm,Kn), and, in case m = 3k

from the entry E
2m/3−1,m(n−2)/3
2 . ⊓⊔

20.6 Cohomology with integer coefficients

20.6.1 Fixing orientations on Hom and Hom+ complexes.

In this section we work only with integer coefficients, so we shall suppress Z
from the notation. To be able to work with integer coefficients we need to
choose orientations on cells, so that the differential maps can be determined.

Let T and G be two graphs, and let us fix an order of the vertices of T and
of G. When convenient, we may identify vertices of T , resp. of G, with integers
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1, . . . , |V (T )|, resp. 1, . . . , |V (G)|, according to the chosen orders. First we deal
with the simpler, simplicial case of Hom+(T,G). The vertices of Hom+(T,G) are
indexed with pairs (x, y), where x ∈ V (T ), y ∈ V (G), such that if x is looped,
then so is y. We order these pairs lexicographically: (x1, y1) ≺ (x2, y2) if either
x1 < x2, or x1 = x2 and y1 < y2. Then, we orient each simplex of Hom+(T,G)
according to this order on the vertices. We call this orientation standard, and
call the oriented simplex η+. We identify this simplex with the corresponding
chain, and denote the dual cochain with η∗+.

Next, we deal with C∗(Hom (T,G)). On each cell η ∈ Hom (T,G) we fix
an orientation (also called standard) as follows: orient each simplex η(i) ac-
cording to the chosen order on the vertices of G, then, order these simplices
in the direct product according to the chosen order on the vertices of T . We
call this oriented cell η; a choice of orders on the vertex sets of T and G is
implicit.

Note, that permuting the vertices of the simplex η(i) by some σ ∈ S|η(i)|
changes the orientation of the cell η by sgnσ, and that swapping the simplices
with vertex sets η(i) and η(i+1) in the direct product changes the orientation
by (−1)dim η(i)·dim η(i+1). Furthermore, if η̃ ∈ Hom

(i+1)(T,G) is obtained from
η ∈ Hom

(i)(T,G) by adding a vertex v to the list η(t), then we have

[η : η̃] = (−1)k+d−1, (20.15)

where k is the position of v in η̃(t), and d is the dimension of the product of

the simplices with the vertex sets η(1), . . . , η(t−1), i.e., d = 1−t+∑t−1
j=1 |η(j)|.

Let C̃∗ be the subcomplex of C∗(Hom+(T,G)) generated by all η∗+, for

η : V (T )→ 2V (G), such that supp η = V (T ). Set

X∗(T,G) := C̃∗[|V (T )| − 1]. (20.16)

Note that both Ci(Hom (T,G)) and Xi(T,G) are free Z-modules with the
bases {η∗}η and {η∗+}η indexed by η : V (T ) → 2V (G) \ {∅}, such that∑|V (T )|
j=1 |η(j)| = |V (T )| + i. Furthermore, when η is a cell of Hom (T,G), we

set
c(η) :=

∑

i is even
1≤i≤|V (T )|

|η(i)|.

For any η : V (T ) → 2V (G) \ {∅}, set ρ(η+) := (−1)c(η)η. The induced map
ρ∗ : Xi(T,G)→ Ci(Hom (T,G)) is of course an isomorphism of abelian groups
for any i. It turns out that more is true.

Proposition 20.26. For any two graphs T , and G, the map ρ∗ : X∗(T,G)→
C∗(Hom (T,G)) is an isomorphism of the cochain complexes.

Proof. We need to check that the map ρ∗ commutes with the differentials, and
it is enough to do it for a generator η∗+, where supp η = V (T ). Comparing the
incidence number from (20.15) for Hom (T,G) with the one for the simplicial
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complex Hom+(T,G), we see that the difference is the multiplicative functor
(−1)1−t, where t is the index of the simplex in the direct product, where the
new vertex is added. On the other hand, by the definition of c(η) we know that

(−1)c(η) = (−1)c(η̃)·(−1)1−t

, which proves that the incidence numbers coincide
once C∗(Hom+(T,G)) is replaced with X∗(T,G). ⊓⊔

20.6.2 Signed versions of formulas for generators [σS
V ]

Let us now return to considering the cohomology classes [σSV ] defined in
Subsection 20.3.2, though this time we are working with integer coefficients.

Clearly, these still index the generators of E
p,t(n−2)
1 . The new feature appear-

ing when working over integers is that the sign of the generator may change
when vertex representatives move along edges.

Next, we describe the pattern of the sign change. Let S be a proper subset
of [m], so that Cm[S] is a forest. Let (S,A) be an arc picture, and let V be
the set of vertex representatives. Choose an arc a ∈ A, and denote its vertex
representative by v ∈ a. Choose w ∈ a, such that (v, w) ∈ E(Cm), and set
W := (V ∪ {w}) \ {v}. We would like to understand the sign change which
occurs when v is replaced by w as the vertex representative of a. Let

∐
AK2

denote the disjoint union of copies of K2 indexed by A. We define a graph
homomorphism

∐
AK2 →֒ Cm as follows: for the copy of K2 indexed by a

we choose one of the two graph homomorphisms K2 → (v, w), for the other
copies of K2 we take any graph homomorphism mapping one of the vertices
of K2 to the vertex representative of the corresponding arc, and mapping the
other vertex of K2 to any of the neighboring vertices in S.

The graph homomorphism described above induces a Z2-equivariant map
H∗(Hom (

∐
AK2,Kn)) → H∗(Hom (Cm[S],Kn)), where the Z2-action on the

left hand side is induced by the antipodal action on the copy of K2 in-
dexed by a. On the other hand, we have Hom (

∐
AK2,Kn) ∼=

∏
A Bip (Kn) ∼=∏

A Sn−2 and the Z2-action on the last space is the antipodal action on the
factor indexed by a. Recall, that the antipodal action on Sn changes the sign
of the n-dimensional cohomology generator if and only if n is even, and the
same is true if we are acting on one of the factors in a direct product. Us-
ing already introduced terminology, we can take ρ∗(σSV ) as a representative
for the generator of Ht(n−2)(Hom (Cm[S],Kn)), which we are considering. If
(v, w) 6= (1,m), then there is no further sign change and we get

[ρ∗(σSV )] = (−1)n+1[ρ∗(σSW )].

If on the other hand (v, w) = (1,m), then the Z2-action does not inter-
change two neighboring simplices, but the first one and the last one instead.
One of these simplices has dimension 0 and the other one has dimension n−2.
Using the rules for the sign change described in the Subsection 20.6.1, we see
that we get additional sign factor (−1)n(|A|−1), since we have to swap sim-
plices of dimension n− 2 in total |A| − 1 times, and each swap yields the sign
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(−1)(n−2)2 = (−1)n; we ignore the swaps involving 0-dimensional simplices
since they do not influence the sign. So in this case we get

[ρ∗(σSV )] = (−1)n|A|+1[ρ∗(σSW )].

Combining with Proposition 20.26 we get

[
σSV
]
= −

[
σSW
]
, (20.17)

if (v, w) 6= (1,m), since the swapped vertices have different parity. In case
(v, w) = (1,m), the swapped vertices may or may not have different parity,
so we have an additional sign factor (−1)nb, where b is the number of vertices
in S between w and v. So in this case we get

[
σSV
]
= (−1)n|A|+nb+n+1

[
σSW
]
. (20.18)

Next, we look at the analog of the formula (20.8). Combining the construc-
tion of generators σSV with the choice of orientations on Hom+(T,Kn), we get
the following formula.

d1(
[
σSV
]
) =

∑

w/∈S

(−1)sgn (w)
[
σ
S∪{w}
V

]
, (20.19)

where the sum is taken over all w, such that adding w to S does not unite
two arcs from A, and the sign (−1)sgn (w) is given by the formula

sgn (w) = |S ∩ [w − 1]|+ n · |V ∩ [w − 1]|. (20.20)

The same way as for Z2-coefficients, the equation (20.19) is also valid when
|S| = m− 1.

20.6.3 Completing the calculation of the second tableau

We shall now do the same computation as we did in Subsection 20.4.5, only
this time with integer coefficients.

The first obstruction is that Proposition 20.14 may not be valid anymore,
since we have to take the signs into account. However, though the cochain
complexes (A∗

t , d1) and (C∗(Φt,m,3;Z), d) may not be isomorphic, the only
difference is that some of the incidence numbers differ by a sign.

The argument, using torus fronts, with which we computed H∗(Φt,m,3;Z2),
consisted of presenting a sequence of collapses leading from TFt,m−t,3 to
Thint,m−t,3. Due to isomorphism of cochain complexes over Z2, stated in
Proposition 20.14, these collapses could have been performed directly on
(A∗

t , d1).
It is now crucial to realize, that the same collapses can still be performed

in the cochain complex (A∗
t , d1), even though we are working over integers.

This follows from the version of Discrete Morse Theory for chain complexes
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from Section 11.3, since our matching is acyclic, and the weights on the match-
ing relations, which here are the incidence numbers, are ±1, hence invertible
over Z.

Let m− t > 2t, i.e., m > 3t, and consider the complexes Thint,m−t,3. On
each maximal cube, choose any of the shortest paths connecting the opposite
vertices by which these cubes hang together. Such a path has gcd(t,m− t) =
gcd(t,m) edges. It is obvious that the collapsing process can be continued
until the whole complex Thint,m−2,3 is collapsed onto this path P . Let us
extend this collapsing to (A∗

t , d1) as well, and let us denote the remaining
chain complex by (Qt, d1).

The chain complex (Qt, d1) has only two non-zero entries, so let us write it
as 0→ Q1

t → Q0
t → 0. If we worked over Z2, this chain complex would be sim-

ply computing the homology of a circle with coefficients in Z2. Over integers
we have signs and there are two possibilities: either H1(Qt) = H0(Qt) = Z,
or H1(Qt) = 0, and H0(Qt) = Z2. To distinguish between these two cases we
shall now calculate the differential.

Both groups Q1
t and Q0

t have m generators. The boundary of each gen-
erator of Q1

t is a sum of exactly two generators of Q0
t with coefficients ±1.

Let α be the number of those generators of Q1
t where these two coefficients

are equal. It is easy to see that H1(Qt) = H0(Qt) = Z, if α is even, and
H1(Qt) = 0, H0(Qt) = Z2, if α is odd, so all that remains is to calculate the
parity of α.

1

x− 1

x

m− 1

1m1m

Fig. 20.7. 3 cases of the sign calculation.

One may think of generators of Q1
t as being indexed by t-arc pictures

(S,A), with all but one gaps consisting of one element, and one 2-element
gap, denoted [x− 1, x]m. Taking the boundary corresponds to narrowing this
gap in two different ways: by extending one of the bordering arcs clockwise or
counterclockwise. We break our calculation into 3 cases. See Figure 20.7.
Case 1. 2 ≤ x ≤ m − 1. By formula (20.19), filling in x − 1 or x will have
the same sign. Furthermore, when filling in x, we shall also need to move the
vertex representative from x + 1 to x. These vertices have different parity in
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the order on V (Cm[S ∪ {a}]), hence by (20.17) we get an additional factor
−1 for this generator. We conclude that all these generators of Q1

t do not
contribute to α.
Case 2. x = m. Again, by formula (20.19), filling in x − 1 or x will have
the same sign. However, in this case we have to be careful about the sign
caused by moving the vertex representative from 1 to m. By formula (20.18),
the additional sign is (−1)mn+n+1, since b = m − t − 2, and |A| = t. So the
contribution to α is 1 if mn+ n is odd, and 0 otherwise.
Case 3. x = 1. In this case shifting the vertex representative gives the sign −1,
by (20.17). The non-trivial contribution comes instead from the fact that filling
x and x− 1 may give different signs. The difference in signs is (−1)nt+m+t+1,
since m− t− 1 + t(n− 2) is total number of vertices (if counted with multi-
plicities) in positions 2 through m−1. Therefore, in this case the contribution
to α is 1 if nt+m+ t+ 1 is even, and 0 otherwise.

By construction of the path P , the groupQ1
t contains exactly one generator

with x = m, and exactly one generator with x = 1. Summarizing we see
that α is odd if and only if mn + n + nt + m + t + 1 is odd. Note that
mn+ n+ nt+m+ t+ 1 = (m+ t+ 1)(n+ 1). Thus we obtain the extension
of Proposition 20.21 to the case of integer coefficients. We present it in the
Table 20.1.

n,m, t E
m−t−2,t(n−2)
2 E

m−t−1,t(n−2)
2

t = 1
m(n+ 1) is odd, 0 0
m(n+ 1) is even, Z 0

n is odd,
or m+ t is odd, Z Z
2 ≤ t ≤ ⌊(m− 1)/3⌋
n is even,
and m+ t is even, 0 Z2

2 ≤ t ≤ ⌊(m− 1)/3⌋
n is any,
and 3

∣∣m, 0 Z3

t = m/3

Table 20.1.

20.6.4 Summary: the full description of the groups

H̃∗(Hom (Cm,Kn);Z)

For an abelian group Γ , we let Γ (d) denote the copy of Γ in a graded Z-
algebra, placed in dimension d.
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Theorem 20.27. For any integers m,n, such that m ≥ 5, n ≥ 4, we have

H̃∗(Hom (Cm,Kn);Z) =




⌊(m−2)/3⌋⊕

t=1

At,m,n


⊕Bm,n, (20.21)

where

At,m,n =

{
Z(tn− 3t)⊕ Z(tn− 3t+ 1), if n is odd or m+ t is odd,

Z2(tn− 3t+ 1), if n is even and m+ t is even,

(20.22)
and

Bm,n =





Z2n−3(nk −m), if m = 3k,

Z(nk −m+ 2), if m = 3k + 1,

Z(nk −m), if m = 3k − 1.

(20.23)

For example H̃∗(Hom (C6,K4);Z) = A1,6,4⊕B6,4 = Z(1)⊕Z(2)⊕Z13(2) =

Z(1) ⊕ Z14(2), and H̃∗(Hom (C8,K6);Z) = A1,8,6 ⊕ A2,8,6 ⊕ B8,6 = Z(3) ⊕
Z(4)⊕ Z2(7)⊕ Z(10).

Proof of Theorem 20.27.
Recall that all cohomology groups of the simplicial complex Hom+(Cm,Kn)
are zero, except for one, see Corollary 20.8. Since our spectral sequence con-
verges to H∗(Hom+(Cm,Kn);Z), we know that almost all entries in the second
tableau should cancel out.

Since n ≥ 4, the calculation summarized in Table 20.1 implies that there
will be no non-zero differential between entries in columns 0, . . . ,m − 2. If
n ≥ 5, then the differentials with entries in the (m− 1)st column as a target
will never have the same target entry. If n = 4, the targets for two such
differentials may be the same, but then the sources will simply sum up. This
follows from the pattern of the entries and from the algebraic fact that if
we have a group homomorphism f : A → G, such that f is an injection, A
is either Z or Z2, and G/Im(f) is isomorphic to Z, then G is isomorphic to
A⊕ Z.

Since H̃i(Hom+(Cm,Kn)) = 0, for i < nk − 1, we obtain the “A part”
of (20.21), with the exception of a single entry in the case m = 3k + 1,
which is dealt with below. So we are done with the calculation of almost all
cohomology groups of Hom (Cm,Kn) at this point. To get the remaining “B
part”, we need to see what happens on the diagonals x+ y = const ≥ nk− 2.
We shall consider 3 different cases.

Assume first that m = 3k − 1. We see from Table 20.1 that the top (in

terms of the sum of coordinates) non-zero element is E
m−k,(n−2)(k−1)
2 . This

element is on the diagonal m− k + (n− 2)(k − 1) = m+ nk − 3k − n+ 2 =
nk − n + 1 = (nk − 1) − (n − 2), hence it is n − 2 diagonals away from the
diagonal nk − 1, and we conclude that Bm,n = Z(nk −m).
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Assume now thatm = 3k. The top non-zero element in columns 0, . . . ,m−
2 is E

m−k−1,k(n−2)
2 , which lies precisely on the diagonal x + y = nk − 1. By

the analysis in Subsection 20.3.2, the generators of E
m−k−1,k(n−2)
2 are given

by those [σSA•
], where S is obtained from [m] by deleting every third element,

which can be done in three different ways, and A is the collection of all m/3
arcs of length 2. By construction, we see that in this case d(σSA•

) = 0, where the
differential is taken in C∗(Hom+(Cm,Kn)). Additionally, there are no non-zero

elements northwest from E
m−k−1,k(n−2)
2 . It follows that the spectral sequence

differential dk : E
m−k−1,k(n−2)
2 → Em−1,nk−m+1

2 is a zero-map, and therefore

E
m−k−1,k(n−2)
2 = Z3. Choosing a field F of arbitrary characteristic we see

that the Betti number of the entry Em−1,nk−m
2 is equal to 2n−3 if n ≥ 5, and

2n − 2, if n = 4. Since this does not depend on the choice of F , we conclude
that Hnk−m(Hom (Cm,Kn)) = Em−1,nk−m

2 is equal to the direct sum if the
corresponding number of copies of Z, and hence Bm,n = Z2n−3(nk − m) in
this case.

Finally, assume that m = 3k + 1. In this case we have to deal with the

differentials from E
m−k−2,k(n−2)
2 = E

m−k−1,k(n−2)
2 = Z, and, if n = 4, also

from Em−k,2k−2
2 = Z2. Let X+ denote Hom+(Cm,Kn), let X ⊂ X+ be the

subcomplex consisting of all cells η, such that |supp η| < m, and consider
the cohomology long exact sequence of the pair (X+, X). Since the reduced

cohomology groups H̃∗(X+;Z) are trivial in all dimensions except for nk− 1,
we find the following exact sequence inside the considered one:

0←− Hnk(X+, X)←− Hnk−1(X)
f←−

f←− Hnk−1(X+)←− Hnk−1(X+, X)←− Hnk−2(X)←− 0. (20.24)

The crucial observation now if that the map f is an inclusion map to a direct
summand. To see this, set Y := Hom+(Cm[V (Cm) \ {1}],Kn) ⊂ X. By the
remark at the end of Example 1 in Subsection 11.2.3, and by the fact that
Hom+(Cm,Kn) ≃ Ind (Cm)∗n, we see that the inclusion map i : Y →֒ X+

induces isomorphism of the cohomology groups i∗ : H∗(X+) → H∗(Y ). The

isomorphism map ink−1 factors as Hnk−1(X+)
f→ Hnk−1(X) → Hnk−1(Y ),

since f itself is induced by the inclusion map X →֒ X+. It follows from
this factorization that f is an inclusion map to a direct summand, so the
sequence (20.24) splits in this sense.

Reinterpreting this for our original spectral sequence we see that this

means that the differential dk+1 : E
m−k−2,k(n−2)
2 → Em−1,nk−m+1

2 is a zero-

map, and that, if n = 4, then the differential dk−1 : Em−k,2k−2
2 → Em−1,k

2 is
an isomorphism. This proves the “B part” as well as the rest of the “A part”
in this case. ⊓⊔
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20.7 Bibliographic notes and conclusion

This chapter is almost entirely bases on the papers [BK04] by Babson and
the author, and [Ko05b] by the author, also [Ko05a] can be useful to consult.
The notion of Hom+ and the canonical spectral sequence connecting the Hom -
and Hom+-complexes were introduced in [BK04]. However, a technically sim-
pler presentation from which we have here is from [Ko05b], where also the
combinatorial theory of mills and grinding, which was necessary to complete
the computation, was developed.

We finish by mentioning that our goals for the Part III of the book were
limited. We would merely like to introduce the reader into the beautiful world
of cell complexes associated to graph homomorphisms (and more generally
to the collections of set maps), and to develop some basic structure theory
for these gadgets. Our choice of topics was in part motivated by the desire
to illustrate the various combinatorial techniques which were described in
Part II, on a concrete set of examples. The subject of Hom -complexes is very
dynamic, and much more research exists and is being produced real-time.
Therefore, we actively encourage reader to consult the original sequence of
papers [BK03, BK06, BK04], the author’s survey [Ko05a], and perhaps most
importantly the excellent papers by various authors, including [Cs05, CL07,
Cu06, CK06, CK05, Doc06, EH05, En06, Ko06a, Ko06b, Ko06c, Ko06d, Ko07,
Ko05b, Pf05, Su05a, Su05b, Su06, Ziv05b].
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References 379
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[Kr92] I. Kř́ıž, Equivariant cohomology and lower bounds for chromatic numbers,
Trans. Amer. Math. Soc. 333 (1992), no. 2, pp. 567–577.
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diagram of topological spaces over

an arrow picture, 261
direct product of acyclic categories, 169
direct product of graphs, 66
directed graph homomorphism, 143
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discrete configuration space, 144
discrete vector field, 180
domain, 60

Eilenberg-MacLane space, 116
EL-shellable poset, 217
elementary collapse, 94
elementary flip, 361
empty abstract simplcial complex, 8
Euler characteristic, 45
Euler-Poincaré formula, 45
evasive abstract simplicial complex, 229
evasive graph property, 226
exact sequence, 80
exact sequence map, 80
extreme corner, 363

face of a convex polytope, 25
face poset, 13
fiber, 111
fiber bundle, 111
filtration, 275
fixed point free involution, 120
flag complex, 129
flip, 361
fold, 323
forgetful functor, 68
formal deformation, 95
Four-Color Theorem, 297
fractional chromatic number, 299
free chain complex with a basis, 201
full subcategory, 60
functor, 68

Generalized Nerve Lemma, 270
generalized simplicial complex, 27
geometric join, 20
geometric polyhedral complex, 25
geometric realization, 17
geometric simplex, 16
geometric simplicial complex, 23
gluing data, 28
Gluing Lemma, 271
graph homomorphism, 140
grid path, 360
grinding, 362

Hadwiger Conjecture, 297
homology groups of a chain complex, 51

homology groups with coefficients in
a ring, 47

homology groups with integer coeffi-
cients, 40, 43

homotopic maps, 89
homotopy, 89
homotopy colimit, 262
homotopy equivalence rel A, 107
homotopy equivalent spaces, 90
homotopy extension property (HEP),

101
homotopy groups, 96
Homotopy Lemma, 265
homotopy test graph, 328
Hurewicz Theorem, 99

incidence algebra, 175
increasing map, 236
independence complex, 129
index, 122
induced bundle, 113
induced subcomplex, 26
infinite-dimensional projective space,

121
initial object, 63
internal collapse, 181
intersection lattice, 131
interval in an acyclic category, 162
inverse of a morphism, 60
isomorphic objects, 60
isomorphism in a category, 60
isomorphism of abstract simplicial

complexes, 9

Kneser r-hypergraph, 307
Kneser Conjecture, 301
Kneser cubical complex, 305
Kneser graph, 298

landmark points, 136
lattice, 66
Leray-Serre filtration, 276
LEX-condition, 219
LEX-labeling, 219
lexshellable, 219, 224
limit, 74
linear extension, 13
linear extension of an acyclic category,

153
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link of a simplex, 11
locally trivial fiber bundle, 111
long exact sequence of a pair, 83
Lovász complex, 134
Lovász Conjecture, 336
Lovász test, 303

Möbius function for acyclic categories,
174

Main theorem of Discrete Morse Theory
for CW complexes, 189

Main theorem of Discrete Morse Theory
for free chain complexes, 203

map between pairs, 83
mapping cone, 92
mapping cylinder, 91
mapping cylinder retraction, 110
marked arc, 356
matroid, 134, 138
Mayer-Vietoris long exact sequence, 86
mediocre chain, 221
millstones, 363
Milnor construction, 116
monotone graph property, 225
monotone map, 236
morphism between spectral sequences,

282
Morse complex, 202

NDR-pair, 103
neighborhood complex, 133
nerve diagram, 267
Nerve Lemma, 269
nerve of an arrow picture, 261
nerve of a category, 154
nerve of a covering, 267
nonevasive abstract simplicial complex,

229
nonevasive graph property, 226

open star of a simplex, 11
opposite category, 60
order complex, 130
order-preserving map, 153
orientation of a simplex, 41
Orlik-Solomon algebra, 147
Orlik-Solomon cochain complex, 148

pair of spaces, 82

paracompact space, 267
partial matching, 180
partial matching in a free chain complex

with a basis, 201
partition of unity, 267
Patchwork Theorem, 186
plus construction, 349
polyhedral complex, 26
poset, 12
poset fibration, 185
poset map with small fibers, 182
power graph, 321
principal bundle, 114
Principal bundle classification theorem,

119
principle bundle map, 114
prodsimplicial complex, 28
prodsimplicial flag complex, 138
product in a category, 65
Projection Lemma, 268
pullback abstract simplicial complex, 16
pullback of a bundle, 113
pullback of a filtration, 276
pushforward abstract simplicial

complex, 15

Quillen Lemma, 272
quotient chain complex, 78

reduced homology groups, 46
regular CW complex, 35
regular group action, 251
regular trisp, 30
relative homology, 83
retraction, 93
Rips complex, 135

Segal map, 268
sharp corner, 360
shellable complex, 211
short exact sequence, 80
simple homotopy type, 95
simplex, 8
simplicial join, 12
simplicial map, 9
simplicial pair, 82
simply connected, 98
singular homology, 50
sink, 71
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small category, 60
small fibers, 182
source, 74
spherical bundle, 112
splitting sequence, 81
stable Kneser graph, 306
stack of acyclic categories, 156
stack of posets, 157
standard geometric realization, 16
standard simplex, 16
stellar subdivision, 13
Stiefel-Whitney class, 121
Stiefel-Whitney height, 123
Stiefel-Whitney test graph, 328
strong complement, 351
strong deformation retraction, 93
subcategory, 60
subcomplex of a CW complex, 34
subcomplex of a chain complex, 77
subspace retraction, 110
suspension, 21
symmetrizer operator, 338

tangent bundle, 113
terminal object, 63
thin torus, 364
torsion coefficients, 44

torsion elements, 44
torsion-free, 44
torus front, 360
total space, 111
trisp, 28, 29
trivial bundle, 112

universal functor, 68
universal object associated to an acyclic

matching, 183
universality of Bip (G), 311

Van Kampen Theorem, 97
vector bundle, 112
vertex-coloring, 294
vertex-critical graph, 306
vertex-decomposable simplicial

complex, 242
void abstract simplicial complex, 8
void trisp, 29

wedge of abstract simplicial complexes,
11

Whitehead Theorem, 100
Whitney cohomology groups, 285
width of a torus front, 363
witness complex, 136


